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Introduction

The Ricci flow, first introduced by Hamilton [52] three decades ago, is the equation

$$\frac{\partial}{\partial t} g_{ij} = -2 R_{ij}, \quad (0.1)$$

evolving a Riemannian metric by its Ricci curvature. It now occupies a central position as one of the key tools of geometry. It was used in [52, 53] to classify 3-manifolds with positive Ricci curvature and 4-manifolds with positive curvature operator. Hamilton later introduced the notion of Ricci flow with surgery [55] and laid out an ambitious program to prove the Poincaré and Geometrization conjectures. In a spectacular demonstration of the power of the Ricci flow, Perelman [81, 82, 83] developed new techniques which enabled him to complete Hamilton's program and settle these celebrated conjectures (see also [20, 60, 76, 77]). More recently, the Ricci flow was used to prove the Brendle-Schoen Differentiable Sphere Theorem [10] and other geometric classification results [8, 80].

In addition to these successes has been the development of the Kähler-Ricci flow. If the Ricci flow starts from a Kähler metric on a complex manifold, the evolving metrics will remain Kähler, and the resulting PDE is called the Kähler-Ricci flow. Cao [15] used this flow, together with parabolic versions of the estimates of Yau [123] and Aubin [1], to reprove the existence of Kähler-Einstein metrics on manifolds with negative and zero first Chern class. Since then, the study of the Kähler-Ricci flow has developed into a vast field in its own right. There have been several different avenues of research involving this flow, including: existence of Kähler-Einstein metrics on manifolds with positive first Chern class and notions of algebraic stability [4, 14, 25, 40, 78, 84, 85, 86, 88, 89, 90, 91, 92, 94, 111, 112, 117, 118, 125, 130]; the classification of Kähler manifolds with positive curvature in both the compact and non-compact cases [3, 16, 19, 22, 23, 24, 50, 75, 79, 87]; and extensions of the flow to non-Kähler settings [47, 110]. (These lists of references are far from exhaustive). In these notes we will not even manage to touch on these areas.

Our main goal is to give an introduction to the Kähler-Ricci flow. In the last two sections of the notes, we will also discuss some results related to the analytic minimal model program of the first-named author and Tian [102, 103, 104, 114, 115]. The field has been developing at a fast pace in the last several years, and we mention briefly now some of the ideas.

Ultimately, the goal is to see whether the Kähler-Ricci flow will give a geometric classification of algebraic varieties. In the case of real 3-manifolds, the work of Perelman and Hamilton shows that the Ricci flow with surgery, starting at any Riemannian metric, can be used to break up the manifold into pieces, each of which has a particular geometric structure. We can ask the same question for the Kähler-Ricci flow on a projective algebraic variety: starting with any Kähler metric, will the Kähler-Ricci flow ‘with surgery’ break up the variety into simpler pieces, each equipped with some canonical geometric structure?

A process of ‘simplifying’ algebraic varieties through surgeries already exists and is known as the Minimal Model Program. In the case of complex dimension two, the idea is relatively simple. Start with a variety and find ‘(-1)-curves’ - these are special holomorphic spheres embedded in the variety - and remove them using an algebraic procedure known
as ‘blowing down’. It can be shown that after a finite number of these algebraic surgeries, the final variety either has a ‘ruled’ structure, or has nef canonical bundle, a condition that can be interpreted as being ‘nonpositively curved’ in some appropriate sense. This last type of variety is known as a ‘minimal model’. In higher dimensions, a similar, though more complicated, process also exists. It turns out that there are many different ways to arrive at the minimal model by algebraic procedures such as blow-downs. However, in [7] Birkar-Cascini-Hacon-McKernan introduced the notion of the Minimal Model Program with scaling (or MMP with scaling), which, ignoring some technical assumptions, takes a variety with a ‘polarization’ and describes a particular sequence of algebraic operations which take it to a minimal model or a ruled surface (or its higher dimensional analogue). This process seems to be closely related to the Kähler-Ricci flow, with the polarization corresponding to a choice of initial Kähler metric.

Starting in 2007, Song-Tian [102, 103, 104] and Tian [115] proposed the analytic MMP using the Kähler-Ricci flow with a series of conjectures, and showed [104] that, in a weak sense, the flow can be continued through singularities related to the MMP with scaling. In the case of complex dimension two, it was shown by the authors [107] that the algebraic procedure of ‘blowing down’ a holomorphic sphere corresponds to a geometric ‘canonical surgical contraction’ for the Kähler-Ricci flow.

Moreover, the minimal model is endowed with an analytic structure. Eyssidieux-Guedj-Zeriahi [43] generalized an estimate of Kolodziej [64] (see also the work of Zhang [127]) to construct singular Kähler-Einstein metrics on minimal models of general type. In the case of smooth minimal models, convergence of the Kähler-Ricci flow to this metric was already known by the work of Tsuji in the 1980’s [121], results which were clarified and extended by Tian-Zhang [116]. On Iitaka fibrations, the Kähler-Ricci flow was shown by Song-Tian to converge to a ‘generalized Kähler-Einstein metric’ [102, 103].

These are very recent developments in a field which we expect is only just beginning. In these lecture notes we have decided to focus on describing the main tools and techniques which are now well-established, rather than give expositions of the most recent advances. In particular, we do not in any serious way address ‘surgery’ for the Kähler-Ricci flow and we only give a sketchy outline of the Minimal Model Program and its relation to the Kähler-Ricci flow. On the other hand, we have taken the opportunity to include two new results in these notes: a detailed description of collapsing along the Kähler-Ricci flow in the case of a product elliptic surface (Section 6) and a description of the Kähler-Ricci flow on Kähler surfaces (Section 8), extending our previous work on algebraic surfaces [107].

We have aimed these notes at the non-expert and have tried to make them as self-contained and complete as possible. We do not expect the reader to be either a geometric analyst or an algebraic geometer. We assume only a basic knowledge of complex manifolds. We hope that these notes will provide enough background material for the non-expert reader to go on to begin research in this area.

We give now a brief outline of the contents of these notes. In Section 1, we give some preliminaries and background material on Kähler manifolds and curvature, describe some analytic tools such as the maximum principle, and provide some definitions and results from algebraic geometry. Readers may wish to skip this section at first and refer back to it if necessary. In Section 2, we describe a number of well-known basic analytic results for
the Kähler-Ricci flow. Many of these results have their origin in the work of Calabi, Yau, Cheng, Aubin and others [1, 13, 15, 26, 123, 124]. We include a more recent argument, due to Phong-Šešum-Sturm [85], for the ‘Calabi third-order’ estimate in the setting of the Kähler-Ricci flow.

In Section 3 we prove one of the basic results for the Kähler-Ricci flow: the flow admits a smooth solution as long as the class of the metric remains Kähler. The result in this generality is due to Tian-Zhang [116], extending earlier results of Cao and Tsuji [15, 121, 122]. In Section 4, we give an exposition of Cao’s work [15] - the first paper on the Kähler-Ricci flow. Namely, we describe the behavior of the flow on manifolds with negative or zero first Chern class. We include in this section the crucial $C^0$ estimate of Yau [123]. We give a different proof of convergence in this case, following Phong-Sturm [90].

In Section 5, we consider the Kähler-Ricci flow on manifolds with nef and big canonical bundle. This was first studied by Tsuji [121] and demonstrates how one can study the singular behavior of the Kähler-Ricci flow.

In Section 6, we address the case of collapsing along the Kähler-Ricci flow with the example of a product of an elliptic curve and a curve of higher genus. In Section 7, we describe some basic results in the case where a singularity for the flow occurs at a finite time, including the recent result of Zhang [128] on the behavior of the scalar curvature. We also describe without proof some of the results of [101, 107].

In Section 8, we discuss the Kähler-Ricci flow and the Minimal Model Program. We give a brief sketch of some of the ideas of the MMP and how the Kähler-Ricci flow relates to it. We also describe some results from [107] and extend them to the case of Kähler surfaces.

The authors would like to mention that these notes arose from lectures given at the conference Analytic aspects of complex algebraic geometry, held at the Centre International de Rencontres Mathématiques in Luminy, in February 2011. The authors would like to thank S. Boucksom, P. Eyssidieux and V. Guedj for organizing this wonderful conference. Additional thanks go to V. Guedj for his encouragement to write these notes.

We would also like to express our gratitude to the following people for providing helpful suggestions and corrections: Huai-Dong Cao, John Lott, Gang Tian, Valentino Tosatti and Zhenlei Zhang. Finally the authors thank their former PhD advisor D.H. Phong for his valuable advice, encouragement and support over the last several years. In addition, his teaching and ideas have had a strong influence on the style and point of view of these notes.
1 Preliminaries

In this section we describe some definitions and results which will be used throughout the text.

1.1 Kähler manifolds

Let \( M \) be a compact complex manifold of complex dimension \( n \). We will often work in a holomorphic coordinate chart \( U \) with coordinates \((z^1, \ldots, z^n)\) and write a tensor in terms of its components in such a coordinate system. We refer the reader to [48, 62] for an introduction to complex manifolds etc.

A Hermitian metric on \( M \) is a smooth tensor \( g = g_{i\bar{j}} \) such that \((g_{i\bar{j}})\) is a positive definite Hermitian matrix at each point of \( M \). Associated to \( g \) is a \((1, 1)\)-form \( \omega \) given by

\[
\omega = \sqrt{-1} \frac{1}{2\pi} g_{i\bar{j}} dz^i \wedge d\bar{z}^j,
\]

where here and henceforth we are summing over repeated indices from 1 to \( n \). If \( d\omega = 0 \) then we say that \( g \) is a Kähler metric and that \( \omega \) is the Kähler form associated to \( g \). Henceforth, whenever, for example, \( g(t), \hat{g}, g_0, \ldots \) are Kähler metrics we will use the obvious notation \( \omega(t), \hat{\omega}, \omega_0, \ldots \) for the associated Kähler forms, and vice versa. Abusing terminology slightly, we will often refer to a Kähler form \( \omega \) as a Kähler metric.

The Kähler condition \( d\omega = 0 \) is equivalent to:

\[
\partial_k g_{i\bar{j}} = \partial_i g_{k\bar{j}}, \quad \text{for all } i, j, k,
\]

where we are writing \( \partial_i = \partial / \partial z^i \). The condition (1.2) is independent of choice of holomorphic coordinate system.

For examples of Kähler manifolds, consider complex projective space \( \mathbb{P}^n = (\mathbb{C}^{n+1} \setminus \{0\}) / \sim \) where \((z_0, \ldots, z_n) \sim (z'_0, \ldots, z'_n)\) if there exists \( \lambda \in \mathbb{C}^* \) with \( z_i = \lambda z'_i \) for all \( i \). We denote by \([Z_0, \ldots, Z_n] \in \mathbb{P}^n\) the equivalence class of \((Z_0, \ldots, Z_n) \in \mathbb{C}^{n+1} \setminus \{0\}\). Define the Fubini-Study metric \( \omega_{\text{FS}} \) by

\[
\omega_{\text{FS}} = \sqrt{-1} \frac{1}{2\pi} \partial \bar{\partial} \log(|Z_0|^2 + \cdots + |Z_n|^2).
\]

Note that although \(|Z_0|^2 + \cdots + |Z_n|^2\) is not a well-defined function on \( \mathbb{P}^n \), \( \omega_{\text{FS}} \) is a well-defined \((1, 1)\)-form. We leave it as an exercise for the reader to check that \( \omega_{\text{FS}} \) is Kähler. Moreover, since the restriction of a Kähler metric to a complex submanifold is Kähler, we can produce a large class of Kähler manifolds by considering complex submanifolds of \( \mathbb{P}^n \). These are known as smooth projective varieties.

Let \( X = X^i \partial_i \) and \( Y = Y^j \partial_j \) be \( T^{1,0} \) and \( T^{0,1} \) vector fields respectively, and let \( a = a_i dz^i \) and \( b = b_\bar{j} d\bar{z}^j \) be \((1, 0)\) and \((0, 1)\) forms respectively. By definition this means that if \((\bar{z}^1, \ldots, \bar{z}^n)\) is another holomorphic coordinate system then on their overlap,

\[
\bar{X}^j = X^i \frac{\partial \bar{z}^j}{\partial z^i}, \quad \bar{Y}^j = Y^i \frac{\partial \bar{z}^j}{\partial z^i}, \quad \bar{a}_j = a_i \frac{\partial \bar{z}^i}{\partial z^j}, \quad \bar{b}_j = b_\bar{i} \frac{\partial \bar{z}^\bar{i}}{\partial \bar{z}^j}.
\]
Associated to a Kähler metric $g$ are covariant derivatives $\nabla_k$ and $\nabla_{\bar{k}}$ which act on the tensors $X,Y,a,b$ in the following way:

\begin{align}
\nabla_k X^i &= \partial_k X^i + \Gamma^i_{jk} X^j, \quad \nabla_{\bar{k}} X^i = \partial_{\bar{k}} X^i, \quad \nabla_k Y^i = \partial_k Y^i, \quad \nabla_{\bar{k}} Y^i = \partial_{\bar{k}} Y^i + \Gamma^i_{jk} Y^j, \\
\nabla_k a_i &= \partial_k a_i - \Gamma^j_{ik} a_j, \quad \nabla_{\bar{k}} a_i = \partial_{\bar{k}} a_i, \quad \nabla_k b_i = \partial_k b_i, \quad \nabla_{\bar{k}} b_i = \partial_{\bar{k}} b_i - \Gamma^j_{ik} b_j,
\end{align}

where $\Gamma^i_{jk}$ are the Christoffel symbols given by

$$\Gamma^i_{jk} = g^{\bar{r}i} \partial_j g_{k\bar{r}},$$

for $(g^{\bar{r}i})$ the inverse of the matrix $(g_{k\bar{r}})$. Observe that $\Gamma^i_{jk} = \Gamma^i_{kj}$ from (1.2). The Christoffel symbols are not the components of a tensor, but $\nabla_k X^i, \nabla_{\bar{k}} X^i, \ldots$ do define tensors, as the reader can verify. Also, if $g$ and $\hat{g}$ are Kähler metrics with Christoffel symbols $\Gamma^i_{jk}$ and $\hat{\Gamma}^i_{jk}$ then the difference $\Gamma^i_{jk} - \hat{\Gamma}^i_{jk}$ is a tensor.

We extend covariant derivatives to act naturally on any type of tensor. For example, if $W$ is a tensor with components $W^i_{\bar{j}k}$ then define

$$\nabla_m W^i_{\bar{j}k} = \partial_m W^i_{\bar{j}k} + \Gamma^i_{km} W^j_{\bar{j}k} - \Gamma^j_{km} W^i_{\bar{j}k},$$

Note also that the Christoffel symbols are chosen so that $\nabla_k g_{\bar{j}l} = 0$.

The metric $g$ defines a pointwise norm $| \cdot |_g$ on any tensor. For example, with $X,Y,a,b$ as above, we define

$$|X|^2_g = g_{\bar{j}j} X^\dagger X^j, \quad |Y|^2_g = g_{\bar{j}j} Y^\dagger Y^j, \quad |a|^2_g = g^{\bar{j}j} a_i \bar{a}_j, \quad |b|^2_g = g^{\bar{j}j} b_i \bar{b}_j.$$ 

This is extended to any type of tensor. For example, if $W$ is a tensor with components $W^i_{\bar{j}k}$ then define $|W|^2_g = g^{\bar{k}l} g_{\bar{j}j} g_{\bar{l}m} W^i_{\bar{j}k} W^j_{\bar{j}l}$.

Finally, note that a Kähler metric $g$ defines a Riemannian metric $g_{\mathbb{R}}$. In local coordinates, write $z^i = x^i + \sqrt{-1} y^i$, so that $\partial_{z^j} = \frac{1}{2}(\partial_{x^i} - \sqrt{-1} \partial_{y^i})$ and $\partial_{\bar{z}^j} = \frac{1}{2}(\partial_{x^i} + \sqrt{-1} \partial_{y^i})$. Then

$$g_{\mathbb{R}}(\partial_{z^i}, \partial_{\bar{z}^j}) = 2\text{Re}(g_{\bar{j}j}) = g_{\mathbb{R}}(\partial_{y^i}, \partial_{y^j}), \quad g_{\mathbb{R}}(\partial_{z^i}, \partial_{y^j}) = 2\text{Im}(g_{\bar{j}j}).$$

We will typically write $g$ instead of $g_{\mathbb{R}}$.

### 1.2 Normal coordinates

The following proposition is very useful in computations.

**Proposition 1.1** Let $g$ be a Kähler metric on $M$ and let $S = S_{\bar{j}j}$ be a tensor which is Hermitian (that is $S_{\bar{j}j} = S_{j\bar{j}}$.) Then at each point $p$ on $M$ there exists a holomorphic coordinate system centered at $p$ such that,$$
g_{\bar{j}j}(p) = \delta_{ij}, \quad S_{\bar{j}j}(p) = \lambda_i \delta_{ij}, \quad \partial_k g_{\bar{j}j}(p) = 0, \quad \forall i,j,k = 1, \ldots, n,
$$

for some $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$, where $\delta_{ij}$ is the Kronecker delta.
Proof It is an exercise in linear algebra to check that we can find a coordinate system 
\((z^1, \ldots, z^n)\) centered at \(p\) (so that \(p \mapsto 0\)) satisfying the first two conditions: \(g\) is the identity at \(p\) and \(S\) is diagonal at \(p\). Indeed this amounts to the fact that a Hermitian matrix can be diagonalized by a unitary transformation.

For the last condition we make a change of coordinates. Define coordinates \((\tilde{z}^1, \ldots, \tilde{z}^n)\) in a neighborhood of \(p\) by

\[z^i = \tilde{z}^i - \frac{1}{2} \Gamma^{i}_{jk}(0) \tilde{z}^j \tilde{z}^k, \quad \text{for } i = 1, \ldots, n.\]  

Writing \(\tilde{g}_{ij}\), \(\tilde{S}_{ij}\) for the components of \(g\), \(S\) with respect to \((\tilde{z}^1, \ldots, \tilde{z}^n)\) we see that \(\tilde{g}^{ij}(0) = g^{ij}(0)\) and \(\tilde{S}^{ij}(0) = S^{ij}(0)\) since \(\partial z^i / \partial \tilde{z}^j(0) = \delta_{ij}\). It remains to check that the first derivatives of \(\tilde{g}^{ij}\) vanish at 0. Compute at 0,

\[
\frac{\partial}{\partial \tilde{z}^k} \tilde{g}^{ij} = \frac{\partial}{\partial \tilde{z}^k} \left( \frac{\partial z^a}{\partial \tilde{z}^i} \frac{\partial z^b}{\partial \tilde{z}^j} g_{ab} \right) \\
= \frac{\partial^2 z^a}{\partial \tilde{z}^k \partial \tilde{z}^i} \frac{\partial z^b}{\partial \tilde{z}^j} g_{ab} + \frac{\partial z^a}{\partial \tilde{z}^k} \frac{\partial \partial z^b}{\partial \tilde{z}^j} \frac{\partial z^m}{\partial \tilde{z}^k} g_{ab} \\
= -\Gamma^j_{ik} + \frac{\partial}{\partial \tilde{z}^k} \tilde{g}^{ij} = 0, \quad (1.13)
\]
as required. \(\square\)

We call a holomorphic coordinate system centered at \(p\) satisfying \(g^{ij}(p) = \delta_{ij}\) and \(\partial_k g^{ij}(p) = 0\) a normal coordinate system for \(g\) centered at \(p\). It implies in particular that the Christoffel symbols of \(g\) vanish at \(p\). Proposition 1.1 states that we can find a normal coordinate system for \(g\) at any point \(p\), and that moreover we can simultaneously diagonalize any other Hermitian tensor (such as another Kähler metric) at that point.

1.3 Curvature

Define the curvature tensor of the Kähler metric \(g\) to be the tensor

\[R^m_{i k} = -\partial_k \Gamma^m_{ik}.\]  

The reader can verify that this does indeed define a tensor on \(M\). We often lower the second index using the metric \(g\) and define

\[R_{ijk} = g_{m \bar{p}} R^m_{i k \bar{p}}, \quad (1.15)\]

an object which we also refer to as the curvature tensor. In addition, we can lower or raise any index of curvature using the metric \(g\). For example, \(R^m_{ij} := g^{mp} R_{ijk \bar{p}} g_{k \bar{p}}\).

Using the formula for the Christoffel symbols and (1.2), calculate

\[R_{ijk \bar{p}} = -\partial_i \partial_j g_{k \bar{p}} + g^{mp} (\partial_i g_{k \bar{p}}) (\partial_j g_{m \bar{p}}). \quad (1.16)\]

The curvature tensor has a number of symmetries:
**Proposition 1.2** We have

(i) \( R_{\bar{j}k\bar{\ell}} = R_{j\bar{k}\ell} \).

(ii) \( R_{\bar{j}k\bar{\ell}} = R_{k\bar{j}\bar{\ell}} = R_{\bar{\ell}k\bar{j}} \).

(iii) \( \nabla_m R_{\bar{j}k\bar{\ell}} = \nabla_i R_{m\bar{j}k\bar{\ell}} \).

**Proof** (i) and (ii) follow immediately from the formula (1.16) together with the Kähler condition (1.2). For (iii) we compute at a point \( p \) in normal coordinates for \( g \),

\[
\nabla_m R_{\bar{j}k\bar{\ell}} = -\partial_m \partial_i \partial_j g_{k\bar{\ell}} = -\partial_i \partial_m \partial_j g_{k\bar{\ell}} = \nabla_i R_{m\bar{j}k\bar{\ell}},
\]

as required.  

Parts (ii) and (iii) of Proposition 1.2 are often referred to as the *first and second Bianchi identities*, respectively. Define the *Ricci curvature* of \( g \) to be the tensor

\[
R_{ij} := g^{k\ell} R_{\bar{j}k\bar{\ell}} = g^{k\ell} R_{k\bar{\ell}i\bar{j}} = R_{k i\bar{j}},
\]

and the *scalar curvature* \( R = g^{\bar{j}i} R_{\bar{j}i} \) to be the trace of the Ricci curvature. For Kähler manifolds, the Ricci curvature takes on a simple form:

**Proposition 1.3** We have

\[
R_{ij} = -\partial_i \partial_j \log \det g.
\]

**Proof** First, recall the well-known formula for the derivative of the determinant of a Hermitian matrix. Let \( A = (A_{ij}) \) be an invertible Hermitian matrix with inverse \( (A^{bij}) \). If the entries of \( A \) depend on a variable \( s \) then an application of Cramer’s rule shows that

\[
\frac{d}{ds} \det A = A^{bij} \left( \frac{d}{ds} A_{ij} \right) \det A.
\]

Using this, calculate

\[
R_{ij} = -\partial_j \Gamma^{k}_{ki} = -\partial_j (g^{k\ell} \partial_i g_{k\ell}) = -\partial_i \partial_j \log \det g,
\]

which gives the desired formula.  

Associated to the tensor \( R_{ij} \) is a \((1,1)\) form \( \text{Ric}(\omega) \) given by

\[
\text{Ric}(\omega) = \frac{\sqrt{-1}}{2\pi} R_{ij} dz^i \wedge d\bar{z}^j.
\]

Proposition 1.3 implies that \( \text{Ric}(\omega) \) is closed.

We end this subsection by showing that the curvature tensor arises when commuting covariant derivatives \( \nabla_k \) and \( \nabla_{\bar{\tau}} \). Indeed, the curvature tensor is often defined by this property.
Proposition 1.4 Let $X = X^i \partial_i$, $Y = Y^j \partial_j$ be $T^{1,0}$ and $T^{0,1}$ vector fields respectively, and let $a = a_i dz^i$ and $b = b_j dz^j$ be $(1,0)$ and $(0,1)$ forms respectively. Then

$$[\nabla_k, \nabla_\ell] X^m = R^{m}_{\ell k i} X^i$$

(1.23)

$$[\nabla_k, \nabla_\ell] Y^m = -R^{m}_{jk i} Y^j$$

(1.24)

$$[\nabla_k, \nabla_\ell] a_i = -R^{m}_{jk} a_m$$

(1.25)

$$[\nabla_k, \nabla_\ell] b_j = R^{m}_{jk} b_m$$

(1.26)

where we are writing $[\nabla_k, \nabla_\ell] = \nabla_k \nabla_\ell - \nabla_\ell \nabla_k$.

Proof We prove the first and leave the other three as exercises. Compute at a point $p$ in a normal coordinate system for $g$,

$$[\nabla_k, \nabla_\ell] X^m = \partial_k \partial_\ell X^m - \partial_\ell (\partial_k X^m + \Gamma^m_{kl} X^l) = -(\partial_\ell \Gamma^m_{ik}) X^i = R^{m}_{k i l} X^i,$$

(1.27)

as required. \hfill \Box

Note that the commutation formulae of Proposition 1.4 can naturally be extended to tensors of any type. Finally we remark that, when acting on any tensor, we have $[\nabla_i, \nabla_j] = 0 = [\nabla_\bar{i}, \nabla_\bar{j}]$, as the reader can verify.

1.4 The maximum principle

There are various notions of ‘maximum principle’. In the setting of the Ricci flow, Hamilton introduced his maximum principle for tensors [31, 52, 55] which has been exploited in quite sophisticated ways to investigate the positivity of curvature tensors along the flow (see for example [3, 8, 10, 53, 75, 80]). For our purposes however, we need only a simple version of the maximum principle.

We begin with an elementary lemma. As above, $(M, \omega)$ will be a compact Kähler manifold.

Proposition 1.5 Let $f$ be a smooth real-valued function on $M$ which achieves its maximum (minimum) at a point $x_0$ in $M$. Then at $x_0$,

$$df = 0 \quad \text{and} \quad \sqrt{-1} \partial \bar{\partial} f \leq 0 \ (\geq 0).$$

(1.28)

Here, if $\alpha = \sqrt{-1} a \gamma^i dz^i \wedge dz^j$ is a real $(1,1)$-form, we write $\alpha \leq 0 \ (\geq 0)$ to mean that the Hermitian matrix $(a_{\gamma^i})$ is nonpositive (nonnegative). Proposition 1.5 is a simple consequence of the fact from calculus that a smooth function has nonpositive Hessian (and hence nonpositive complex Hessian) and zero first derivative at its maximum.

Next we introduce the Laplace operator $\Delta$ on functions. Define

$$\Delta f = g^{ij} \partial_i \partial_j f$$

(1.29)

for a function $f$.
In these lecture notes, we will often make use of the trace notation \( \text{tr} \). If \( \alpha = \sqrt{-1}a_{ij}dz^i \wedge d\bar{z}^j \) is a real \((1,1)\)-form then we write
\[
\text{tr}_\omega \alpha = g^{ij}a_{ij} = \frac{n\omega^{n-1} \wedge \alpha}{\omega^n}.
\] (1.30)

In this notation, we can write \( \Delta f = \text{tr}_\omega \sqrt{-1} \partial \bar{\partial}f \).

It follows immediately from this definition that Proposition 1.5 still holds if we replace \( \sqrt{-1} \partial \bar{\partial}f \leq 0 \ (\geq 0) \) in (1.28) by \( \Delta f \leq 0 \ (\geq 0) \).

For the parabolic maximum principle (which we still call the maximum principle) we introduce a time parameter \( t \). The following proposition will be used many times in these lecture notes.

**Proposition 1.6** Fix \( T > 0 \). Let \( f = f(x,t) \) be a smooth function on \( M \times [0,T] \). If \( f \) achieves its maximum (minimum) at \( (x_0,t_0) \in M \times [0,T] \) then either \( t_0 = 0 \) or at \( (x_0,t_0) \),
\[
\frac{\partial f}{\partial t} \geq 0 \ (\leq 0) \quad \text{and} \quad df = 0 \quad \text{and} \quad \sqrt{-1} \partial \bar{\partial}f \leq 0 \ (\geq 0).
\] (1.31)

**Proof** Exercise for the reader.

We remark that, in practice, one is usually given a function \( f \) defined on a half-open time interval \( [0,T) \) say, rather than a compact interval. To apply this proposition it may be necessary to fix an arbitrary \( T_0 \in (0,T) \) and work on \( [0,T_0] \). Since we use this procedure many times in the notes, we will often omit to mention the fact that we are restricting to such a compact interval. Note also that Propositions 1.5 and 1.6 still hold with \( M \) replaced by an open set \( U \subseteq M \) as long as the maximum (or minimum) of \( f \) is achieved in the interior of the set \( U \).

We end this section with a useful application of the maximum principle in the case where \( f \) satisfies a heat-type differential inequality.

**Proposition 1.7** Fix \( T \) with \( 0 < T \leq \infty \). Suppose that \( f = f(x,t) \) is a smooth function on \( M \times [0,T) \) satisfying the differential inequality
\[
\left( \frac{\partial}{\partial t} - \Delta \right) f \leq 0.
\] (1.32)

Then \( \sup_{(x,t) \in M \times [0,T)} f(x,t) \leq \sup_{x \in M} f(x,0) \).

**Proof** Fix \( T_0 \in (0,T) \). For \( \varepsilon > 0 \), define \( f_\varepsilon = f - \varepsilon t \). Suppose that \( f_\varepsilon \) on \( M \times [0,T_0] \) achieves its maximum at \( (x_0,t_0) \). If \( t_0 > 0 \) then by Proposition 1.6,
\[
0 \leq \left( \frac{\partial}{\partial t} - \Delta \right) f_\varepsilon (x_0,t_0) \leq -\varepsilon,
\] (1.33)

a contradiction. Hence the maximum of \( f_\varepsilon \) is achieved at \( t_0 = 0 \) and
\[
\sup_{(x,t) \in M \times [0,T_0]} f(x,t) \leq \sup_{(x,t) \in M \times [0,T_0]} f_\varepsilon (x,t) + \varepsilon T_0 \leq \sup_{x \in M} f(x,0) + \varepsilon T_0.
\] (1.34)

Let \( \varepsilon \to 0 \). Since \( T_0 \) is arbitrary, this proves the result. \( \square \)
We remark that a similar result of course holds for the infimum of $f$ if we replace $(\frac{\partial}{\partial t} - \Delta) f \leq 0$ by $(\frac{\partial}{\partial t} - \Delta) f \geq 0$. Finally, note that Proposition 1.7 holds, with the same proof, if the Laplace operator $\Delta$ in (1.32) is defined with respect to a metric $g = g(t)$ that depends on $t$.

1.5 Other analytic results and definitions

In this subsection, we list a number of other results and definitions from analysis, besides the maximum principle, which we will need later. For a good reference, see [2]. Let $(M, \omega)$ be a compact Kähler manifold of complex dimension $n$. In these lecture notes, we will be concerned only with smooth functions and tensors so for the rest of this section assume that all functions and tensors on $M$ are smooth. The following is known as the Poincaré inequality.

**Theorem 1.8** There exists a constant $C_P$ such that for any real-valued function $f$ on $M$ with $\int_M f \omega^n = 0$, we have

$$\int_M f^2 \omega^n \leq C_P \int_M |\partial f|^2 \omega^n,$$

(1.35)

for $|\partial f|^2 = g^{ij} \partial_i f \partial_j f$.

We remark that the constant $C_P$ is (up to scaling by some universal factor) equal to $\lambda^{-1}$ where $\lambda$ is the first nonzero eigenvalue of the operator $-\Delta$ associated to $g$.

Next, we have the Sobolev inequality.

**Theorem 1.9** Assume $n > 1$. There exists a uniform constant $C_S$ such that for any real-valued function $f$ on $M$, we have

$$\left( \int_M |f|^{2\beta} \omega^n \right)^{1/\beta} \leq C_S \left( \int_M |\partial f|^2 \omega^n + \int_M |f|^2 \omega^n \right),$$

(1.36)

for $\beta = n/(n - 1) > 1$.

We give now some definitions for later use. Given a function $f$, define the $C^0$ norm on $M$ to be $\|f\|_{C^0(M)} = \sup_M |f|$. We give a similar definition for any subset $U \subset M$. Given a (real) tensor $W$ and a Riemannian metric $g$, we define $|W|^2_g$ by contracting with $g$, in the obvious way (cf. Section 1.1). Define $\|W\|_{C^0(M,g)}$ to be the $C^0(M)$ norm of $|W|_g$. If no confusion arises, we will often drop the $M$ and $g$ in denoting norms.

Given a function $f$ on $M$, we define for $p \geq 1$ the $L^p(M, \omega)$ norm with respect to a Kähler metric $\omega$ by

$$\|f\|_{L^p(M, \omega)} = \left( \int_M |f|^p \omega^n \right)^{1/p}.$$  

(1.37)

Note that $\|f\|_{L^p(M, \omega)} \to \|f\|_{C^0(M)}$ as $p \to \infty$.

We use $\nabla_R$ to denote the (real) covariant derivative of $g$. Given a function $f$, write $\nabla_R^g f$ for the tensor with components (in real coordinates) $(\nabla_R)_{i_1} \cdots (\nabla_R)_{i_m} f$ and similarly for $\nabla$ acting on tensors.
For a function \( f \) and a subset \( U \subseteq M \), define

\[
\|f\|_{C^k(U,g)} = \sum_{m=0}^k \|\nabla_{\mathbb{R}}^m f\|_{C^0(U,g)},
\]

and similarly for tensors.

We say that a tensor \( T \) has uniform \( C^\infty(M,g) \) bounds if for each \( k = 0, 1, 2, \ldots \) there exists a uniform constant \( C_k \) such that \( \|T\|_{C^k(M,g)} \leq C_k \). Given an open subset \( U \subseteq M \) we say that \( T \) has uniform \( C^\infty_{loc}(U,g) \) bounds if for any compact subset \( K \subseteq U \) there exist constants \( C_{k,K} \) such that \( \|T\|_{C^k(K,g)} \leq C_{k,K} \). We say that a family of tensors \( T_t \) converges in \( C^\infty_{loc}(U,g) \) to a tensor \( T_\infty \) if for every compact \( K \subseteq U \), and each \( k = 0, 1, 2, \ldots \), the tensors \( T_t \) converge to \( T_\infty \) in \( C^k(K,g) \).

Given \( \beta \in (0,1) \), define the Hölder norm \( C^\beta(M,g) \) of a function \( f \) by

\[
\|f\|_{C^\beta(M,g)} = \|f\|_{C^0(M)} + \sup_{p \neq q} \frac{|f(p) - f(q)|}{d(p,q)^\beta},
\]

for \( d \) the distance function of \( g \). The \( C^\beta(M,g) \) norm for tensors \( T \) is defined similarly, except that we must use parallel transport with respect to \( g \) construct the difference \( T(p) - T(q) \).

For a positive integer \( k \), define \( \|f\|_{C^{k+\beta}(M,g)} = \|f\|_{C^k(M,g)} + \|\nabla_{\mathbb{R}}^k f\|_{C^\beta(M,g)} \), and similarly for tensors.

Finally, we define what is meant by Gromov-Hausdorff convergence. This is a notion of convergence for metric spaces. Given two subsets \( A \) and \( B \) of a metric space \( (X,d) \), we define the Hausdorff distance between \( A \) and \( B \) to be

\[
d_H(A,B) = \inf \{ \varepsilon > 0 \mid A \subseteq B_\varepsilon \text{ and } B \subseteq A_\varepsilon \}
\]

where \( A_\varepsilon = \cup_{a \in A} \{ x \in X \mid d(a,x) \leq \varepsilon \} \). We then define the Gromov-Hausdorff distance between two compact metric spaces \( X \) and \( Y \) to be

\[
d_{GH}(X,Y) = \inf_{f,g} d_H(f(X), g(Y)),
\]

where the infimum is taken over all isometric embeddings \( f : X \to Z, \ g : Y \to Z \) into a metric space \( Z \) (for all possible \( Z \)). We then say that a family \( X_t \) of compact metric spaces converges in the Gromov-Hausdorff sense to a compact metric space \( X_\infty \) if the \( X_t \) converge to \( X_\infty \) with respect to \( d_{GH} \).

1.6 Dolbeault cohomology, line bundles and divisors

In this section we introduce cohomology classes, line bundles, divisors, Hermitian metrics etc. Good references for this and the next subsection are [48, 62]. Let \( M \) be a compact complex manifold. We say that a form \( \alpha \) is \( \overline{\partial} \)-closed if \( \overline{\partial}\alpha = 0 \) and \( \overline{\partial} \)-exact if \( \alpha = \overline{\partial}\eta \) for some form \( \eta \). Define the Dolbeault cohomology group \( H^{1,1}_{\overline{\partial}}(M,\mathbb{R}) \) by

\[
H^{1,1}_{\overline{\partial}}(M,\mathbb{R}) = \frac{\{\overline{\partial}\text{-closed real (1,1)-forms}\}}{\{\overline{\partial}\text{-exact real (1,1)-forms}\}}.
\]
A Kähler metric $\omega$ on $M$ defines a nonzero element $[\omega]$ of $H^{1,1}_c(M, \mathbb{R})$. If a cohomology class $\alpha \in H^{1,1}_c(M, \mathbb{R})$ can be written $\alpha = [\omega]$ for some Kähler metric $\omega$ then we say that $\alpha$ is a Kähler class and write $\alpha > 0$.

A basic result of Kähler geometry is the $\partial\bar{\partial}$-Lemma.

**Theorem 1.10** Let $(M, \omega)$ be a compact Kähler manifold. Suppose that $0 = [\alpha] \in H^{1,1}_c(M, \mathbb{R})$ for a real smooth $\bar{\partial}$-closed $(1, 1)$-form $\alpha$. Then there exists a real-valued smooth function $\varphi$ with $\alpha = \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\varphi$, which is uniquely determined up to the addition of a constant.

In other words, a real $(1, 1)$-form $\alpha$ is $\bar{\partial}$-exact if and only if it is $\partial\bar{\partial}$-exact. It is an immediate consequence of the $\partial\bar{\partial}$-Lemma that if $\omega$ and $\omega'$ are Kähler metrics in the same Kähler class then $\omega' = \omega + \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\varphi$ for some smooth function $\varphi$, which is uniquely determined up to a constant, and sometimes referred to as a (Kähler) potential.

A line bundle $L$ over $M$ is given by an open cover $\{U_\alpha\}$ of $M$ together with collection of transition functions $\{t_{\alpha\beta}\}$ which are holomorphic maps $t_{\alpha\beta} : U_\alpha \cap U_\beta \rightarrow \mathbb{C}^*$ satisfying

$$t_{\alpha\beta}t_{\beta\alpha} = 1, \quad t_{\alpha\beta}t_{\beta\gamma} = t_{\alpha\gamma}. \tag{1.43}$$

We identify two such collections of transition functions $\{t_{\alpha\beta}\}$ and $\{t_{\alpha'\beta}'\}$ if we can find holomorphic functions $f_\alpha : U_\alpha \rightarrow \mathbb{C}^*$ with $t'_{\alpha\beta} = \frac{f_\beta}{f_\alpha} t_{\alpha\beta}$. (In addition, we also need to identify $\{(U_\alpha), \{t_{\alpha\beta}\}\}$, $\{(U'_\alpha), \{t'_{\alpha\beta}\}\}$ whenever $\{U'_\alpha\}$ is a refinement of $\{U_\alpha\}$ and the $t'_{\gamma\delta}$ are restrictions of the $t_{\alpha\beta}$. We will not dwell on technical details about refinements etc and instead refer the reader to [48] or [62].) Given line bundles $L, L'$ with transition functions $\{t_{\alpha\beta}\}, \{t'_{\alpha\beta}\}$ write $LL'$ for the new line bundle with transition functions $\{t_{\alpha\beta}t'_{\alpha\beta}\}$. Similarly, for any $m \in \mathbb{Z}$, we define line bundles $L^m$ by $\{t_{\alpha\beta}^m\}$. We call $L^{-1}$ the inverse of $L$. Sometimes we use the additive notation for line bundles, writing $L + L'$ for $LL'$ and $mL$ for $L^m$.

A holomorphic section $s$ of $L$ is a collection $\{s_\alpha\}$ of holomorphic maps $s_\alpha : U_\alpha \rightarrow \mathbb{C}$ satisfying the transformation rule $s_\alpha = t_{\alpha\beta} s_\beta$ on $U_\alpha \cap U_\beta$. A Hermitian metric $h$ on $L$ is a collection $\{h_\alpha\}$ of smooth positive functions $h_\alpha : U_\alpha \rightarrow \mathbb{R}$ satisfying the transformation rule $h_\alpha = |t_{\beta\alpha}|^2 h_\beta$ on $U_\alpha \cap U_\beta$. Given a holomorphic section $s$ and a Hermitian metric $h$, we can define the pointwise norm squared of $s$ with respect to $h$ by $|s|^2_h = h_\alpha s_\alpha \overline{s_\alpha}$ on $U_\alpha$. The reader can check that $|s|^2_h$ is a well-defined function on $M$.

We define the curvature $R_h$ of a Hermitian metric $h$ on $L$ to be the closed $(1, 1)$ form on $M$ given by $R_h = -\frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\log h_\alpha$ on $U_\alpha$. Again, we let the reader check that this is well-defined. Define the first Chern class $c_1(L)$ of $L$ to be the cohomology class $[R_h] \in H^{1,1}_c(M, \mathbb{R})$. Since any two Hermitian metrics $h, h'$ on $L$ are related by $h' = he^{-\varphi}$ for some smooth function $\varphi$, we see that $R_{h'} = R_h + \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\varphi$ and hence $c_1(L)$ is well-defined independent of choice of Hermitian metric. Note that if $h$ is a Hermitian metric on $L$ then $h^m$ is a Hermitian metric on $L^m$ and $c_1(L^m) = m c_1(L)$.

Every complex manifold $M$ is equipped with a line bundle $K_M$, known as the canonical bundle, whose transition functions are given by $t_{\alpha\beta} = \det \left( \frac{\partial z_\beta^i}{\partial z_\alpha^j} \right)$ on $U_\alpha \cap U_\beta$, where $U_\alpha$ are coordinate charts for $M$ with coordinates $z_1^\alpha, \ldots, z_n^\alpha$. If $g$ is a Kähler metric (or
more generally, a Hermitian metric) on $M$ then $h_\alpha = \det(g^{\alpha\beta})^{-1}$ on $U_\alpha$ defines a Hermitian metric on $K_M$. The inverse $K_M^{-1}$ of $K_M$ is sometimes called the anti-canonical bundle. Its first Chern class $c_1(K_M^{-1})$ is called the first Chern class of $M$ and is often denoted by $c_1(M)$. It follows from Proposition 1.3 and the above definitions that $c_1(M) = [\text{Ric}(\omega)]$ for any Kähler metric $\omega$ on $M$.

We now discuss divisors on $M$. First, we say that a subset $V$ of $M$ is an analytic hypersurface if $V$ is locally given as the zero set $\{f = 0\}$ of a locally defined holomorphic function $f$. In general, $V$ may not be a submanifold. Denote by $V^{\text{reg}}$ the set of points $p \in V$ for which $V$ is a submanifold of $M$ near $p$. We say that $V$ is irreducible if $V^{\text{reg}}$ is connected. A divisor $D$ on $M$ is a formal finite sum $\sum_i a_i V_i$ where $a_i \in \mathbb{Z}$ and each $V_i$ is an irreducible analytic hypersurface of $M$. We say that $D$ is effective if the $a_i$ are all nonnegative. The support of $D$ is the union of the $V_i$ for each $i$ with $a_i \neq 0$.

Given a divisor $D$ we define an associated line bundle as follows. Suppose that $D$ is given by local defining functions $f_\alpha$ (vanishing on $D$ to order 1) over an open cover $U_\alpha$. Define transition functions $t_{\alpha\beta} = f_\alpha/f_\beta$ on $U_\alpha \cap U_\beta$. These are holomorphic and nonvanishing in $U_\alpha \cap U_\beta$, and satisfy (1.43). Write $[D]$ for the associated line bundle, which is well-defined independent of choice of local defining functions. Note that the map $D \mapsto [D]$ is not injective. Indeed if $D \neq 0$ is defined by a meromorphic function $f$ on $M$ then $[D]$ is trivial.

As an example: associated to a hyperplane $\{Z_1 = 0\}$ in $\mathbb{P}^n$ is the line bundle $H$, called the hyperplane bundle. Taking the open cover $U_\alpha = \{Z_\alpha \neq 0\}$, the hyperplane is given by $Z_1/Z_\alpha = 0$ in $U_\alpha$. Thus we can define $H$ by the transition functions $t_{\alpha\beta} = Z_\beta/Z_\alpha$. Define a Hermitian metric $h_{\text{FS}}$ on $H$ by

$$
(h_{\text{FS}})_\alpha = \frac{|Z_\alpha|^2}{|Z_0|^2 + \cdots + |Z_n|^2} \quad \text{on} \quad U_\alpha.
$$

(1.44)

Notice that $R_{h_{\text{FS}}} = \omega_{\text{FS}}$. The canonical bundle of $\mathbb{P}^n$ is given by $K_{\mathbb{P}^n} = -(n + 1)H$ and $c_1(\mathbb{P}^n) = (n + 1)[\omega_{\text{FS}}] > 0$. The line bundle $H$ is sometimes written $O(1)$.

### 1.7 Notions of positivity of line bundles

Let $L$ be a line bundle over a compact Kähler manifold $(M, \omega)$. We say that $L$ is positive if $c_1(L) > 0$. This is equivalent to saying that there exists a Hermitian metric $h$ on $L$ for which $R_h$ is a Kähler form.

The Kodaira Embedding Theorem relates the positivity of $L$ with embeddings of $M$ into projective space via sections of $L$. More precisely, write $H^0(M, L)$ for the vector space of holomorphic sections of $L$. This is finite dimensional if not empty. We say that $L$ is very ample if for any ordered basis $s = (s_0, \ldots, s_N)$ of $H^0(M, L)$, the map $\iota_s : M \to \mathbb{P}^N$ given by

$$
\iota_s(x) = [s_0(x), \ldots, s_N(x)],
$$

(1.45)

is well-defined and an embedding. Note that $s_0(x), \ldots, s_N(x)$ are not well-defined as elements of $\mathbb{C}$, but $[s_0(x), \ldots, s_N(x)]$ is a well-defined element of $\mathbb{P}^N$ as long as not all the $s_i(x)$ vanish. We say that $L$ is ample if there exists a positive integer $m_0$ such that $L^m$ is very ample for all $m \geq m_0$. The Kodaira Embedding Theorem states:
Theorem 1.11  $L$ is ample if and only if $L$ is positive.

The hard part of this theorem is the ‘if’ direction. For the other direction, assume that $L^m$ is very ample, with $(s_0, \ldots, s_N)$ a basis of $H^0(M, L^m)$. Since $M$ is a submanifold of $\mathbb{P}^m$, we see that $t_2^*\omega_{FS}$ is a Kähler form on $M$ and if $h$ is any Hermitian metric on $L^m$ then by definition of $t_2$,

$$t_2^*\omega_{FS} = -\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log h + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log (|s_0|^2_h + \cdots + |s_N|^2_h) = R_h + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} f,$$ (1.46)

for a globally defined function $f$. This implies that \( \frac{1}{m} t_2^*\omega_{FS} \in c_1(L) \) and hence $c_1(L) > 0$.

We say that a line bundle $L$ is \textit{globally generated} if for each $x \in M$ there exists a holomorphic section $s$ of $L$ such that $s(x) \neq 0$. If $L$ is globally generated then given an ordered basis $\underline{s} = (s_0, \ldots, s_N)$ of holomorphic sections of $L$, we have a well-defined holomorphic map $t_2 : M \to \mathbb{P}^N$ given by (1.45) (although it is not necessarily an embedding). We say that a line bundle $L$ is \textit{semi-ample} if there exists a positive integer $m_0$ such that $L^{m_0}$ is globally generated. Observe that if $L$ is semi-ample then, by considering again the pullback of $\omega_{FS}$ to $M$ by an appropriate map $t_2$, there exists a Hermitian metric $h$ on $L$ such that $R_h$ is a nonnegative $(1,1)$-form. That is, $c_1(L)$ contains a nonnegative representative.

We next discuss the pairing of line bundles with curves in $M$. By a \textit{curve} in $M$ we mean an analytic subvariety of dimension 1. If $C$ is smooth, then we define

$$L \cdot C = \int_C R_h,$$ (1.47)

where $h$ is any Hermitian metric on $L$. By Stokes’ Theorem, $L \cdot C$ is independent of choice of $h$. If $C$ is not smooth then we integrate over $C^\text{reg}$, the smooth part of $C$ (Stokes’ Theorem still holds - see for example [48], p.33). We can also pair a divisor $D$ with a curve by setting $D \cdot C = [D] \cdot C$, and we may pair a general element $\alpha \in H^{1,1}(M, \mathbb{R})$ with a curve $C$ by setting $\alpha \cdot C = \int_C \eta$ for $\eta \in \alpha$.

We say that a line bundle $L$ is \textit{nef} if $L \cdot C \geq 0$ for all curves $C$ in $M$ (‘nef’ is an abbreviation of either ‘numerically eventually free’ or ‘numerically effective’, depending on whom you ask). It follows immediately from the definitions that:

$$L \text{ ample } \implies L \text{ semi-ample } \implies L \text{ nef.}$$ (1.48)

We may also pair a line bundle with itself $n$ times, where $n$ is the complex dimension of $M$. Define

$$c_1(L)^n := \int_M (R_h)^n.$$ (1.49)

Moreover, given any $\alpha \in H^{1,1}(M, \mathbb{R})$ we define $\alpha^n = \int_M \eta^n$ for $\eta \in \alpha$.

Assume now that $M$ is a smooth projective variety. We say that a line bundle $L$ on $M$ is \textit{big} if there exist constants $m_0$ and $c > 0$ such that $\dim H^0(M, L^m) \geq cm^n$ for all $m \geq m_0$. It follows from the Riemann-Roch Theorem (see [57, 71], for example) that a nef line bundle is big if and only if $c_1(L)^n > 0$. It follows that an ample line bundle is both nef and big. If $M$ has $K_M$ big then we say that $M$ is of \textit{general type}. If $M$ has $K_M$ nef then we say that $M$ is a \textit{smooth minimal model}. 
We define the Kodaira dimension of $M$ to be the infimum of $\kappa \in [-\infty, \infty)$ such that there exists a constant $C$ with $\dim H^0(M, K_M^m) \leq Cm^\kappa$ for all positive $m$. In the special case that all $H^0(M, K_M^m)$ are empty, we have $\kappa = -\infty$. The largest possible value of $\kappa$ is $n$. We write $\text{kod}(M)$ for the Kodaira dimension $\kappa$ of $M$. Thus if $M$ is of general type then $\text{kod}(M) = n$. If $M$ is Fano, which means that $c_1(M) > 0$ then $\text{kod}(M) = -\infty$.

If $K_M$ is semi-ample then for $m$ sufficiently large, the map $\iota_2 : M \to \mathbb{P}^N$ given by sections of $K_M^m$ has image a subvariety $Y$, which is uniquely determined up to isomorphism. $Y$ is called the canonical model of $M$ and $\dim Y = \text{kod}(M)$ [71].

We now quote some results from algebraic geometry:

**Theorem 1.12** Let $M$ be an projective algebraic manifold.

(i) Let $\alpha$ be a K"ahler class and let $L$ be a nef line bundle. Then $\alpha + s c_1(L)$ is K"ahler for all $s > 0$.

(ii) (Kawamata’s Base Point Free Theorem) If $L$ is nef and $aL - K_X$ is nef and big for some $a > 0$ then $L$ is semi-ample.

(iii) (Kodaira’s Lemma) Let $L$ be a nef and big line bundle on $M$. Then there exists an effective divisor $E$ and $\delta > 0$ such that $c_1(L) - \varepsilon c_1([E]) > 0$ for all $\varepsilon \in (0, \delta]$.

**Proof** For part (i), see for example Proposition 6.2 in [34] or Corollary 1.4.10 in [71]. For part (ii), see [59, 97]. For part (iii), see for example p.43 of [34].

It will be useful to gather here some results from complex surfaces which we will make use of later. First we have the Adjunction Formula for surfaces. See for example [48] or [6].

**Theorem 1.13** Let $M$ be a K"ahler surface, with $C$ an irreducible smooth curve in $M$. Then if $g(C)$ is the genus of $C$, we have

$$1 + \frac{K_M \cdot C + C \cdot C}{2} = g(C).$$

Moreover, if $C$ is an irreducible, possibly singular, curve in $M$, we have

$$1 + \frac{K_M \cdot C + C \cdot C}{2} \geq 0,$$

with equality if and only if $C$ is smooth and isomorphic to $\mathbb{P}^1$.

Note that $C \cdot C$ is well-defined, since $M$ has complex dimension 2 and so $C$ is both a curve and a divisor. We may write $C^2$ instead of $C \cdot C$. Generalizing the intersection pairing, we have the cup product form on $H^{1,1}(M, \mathbb{R})$ given by $\alpha \cdot \beta = \int_M \alpha \wedge \beta$. Again, we write $\alpha^2$ instead of $\alpha \cdot \alpha$. A divisor $D$ in $M$ defines an element of $H^{1,1}(M, \mathbb{R})$ by $D \mapsto [R_h] \in H^{1,1}(M, \mathbb{R})$ for $h$ a Hermitian metric on the line bundle $[D]$, and this is consistent with our previous definitions.

We have the Hodge Index Theorem for K"ahler surfaces (see for example Theorem IV.2.14 of [6] or p.470 of [48]).
Theorem 1.14 The cup product form on $H^{1,1}(M, \mathbb{R})$ is non-degenerate of type $(1, k-1)$, where $k$ is the dimension of $H^{1,1}(M, \mathbb{R})$. In particular, if $\alpha \in H^{1,1}(M, \mathbb{R})$ satisfies $\alpha^2 > 0$ then for any $\beta \in H^{1,1}(M, \mathbb{R})$,

$$\alpha \cdot \beta = 0 \implies \beta^2 < 0 \text{ or } \beta = 0. \quad (1.52)$$

Finally, we state the Nakai-Moishezon criterion for Kähler surfaces, due to Buchdahl and Lamari [11, 70].

Theorem 1.15 Let $M$ be a Kähler surface and $\beta$ be a Kähler class on $M$. If $\alpha \in H^{1,1}(M, \mathbb{R})$ is a class satisfying

$$\alpha^2 > 0, \quad \alpha \cdot \beta > 0, \quad \alpha \cdot C > 0$$

for every irreducible curve $C$ on $M$, then $\alpha$ is a Kähler class on $M$.

A generalization of this to Kähler manifolds of any dimension was established by Demailly-Paun [37].
2 General estimates for the Kähler-Ricci flow

In this section we introduce the Kähler-Ricci flow equation. We derive a number of fundamental evolution equations and estimates for the flow which will be used extensively throughout these notes. In addition, we discuss higher order estimates for the flow.

2.1 The Kähler-Ricci flow

Let \((M, \omega_0)\) be a compact Kähler manifold of complex dimension \(n\). A solution of the Kähler-Ricci flow on \(M\) starting at \(\omega_0\) is a family of Kähler metrics \(\omega = \omega(t)\) solving

\[
\frac{\partial}{\partial t} \omega = -\text{Ric}(\omega), \quad \omega|_{t=0} = \omega_0.
\]  

(2.1)

Note that this differs from Hamilton’s equation (0.1) by a factor of 2: see Remark 2.11.

For later use it will be convenient to consider a more general equation than (2.1), namely

\[
\frac{\partial}{\partial t} \omega = -\text{Ric}(\omega) - \nu \omega, \quad \omega|_{t=0} = \omega_0,
\]  

(2.2)

where \(\nu\) is a fixed real number which we take to be either \(\nu = 0\) or \(\nu = 1\). As we will discuss later in Section 4, the case \(\nu = 1\) corresponds to a rescaling of (2.1). When \(\nu = 1\) we call (2.2) the normalized Kähler-Ricci flow.

We have the following existence and uniqueness result.

**Theorem 2.1** There exists a unique solution \(\omega = \omega(t)\) to (2.2) on some maximal time interval \([0, T)\) for some \(T\) with \(0 < T \leq \infty\).

Since the case \(\nu = 1\) is a rescaling of (2.1), it suffices to consider (2.1). We will provide a proof of this in Section 3, and show in addition that \(T\) can be prescribed in terms of the cohomology class of \([\omega_0]\) and the manifold \(M\). Theorem 2.1 also follows from the well-known results of Hamilton. Indeed we can use the short time existence result of Hamilton [52] (see also [38]) to obtain a maximal solution to the Ricci flow \(\frac{\partial}{\partial t} g_{ij} = -R_{ij}\) on \([0, T)\) starting at \(g_0\) for some \(T > 0\). Since the Ricci flow preserves the Kähler condition (see e.g. [55]), \(g(t)\) solves (2.1) on \([0, T)\). Note that this argument does not explicitly give us the value of \(T\).

A remark about notation. When we write tensorial objects such as curvature tensors \(R_{ij},\) covariant derivatives \(\nabla_i,\) Laplace operators \(\Delta,\) we refer to the objects corresponding to the evolving metric \(\omega = \omega(t),\) unless otherwise indicated.

2.2 Evolution of scalar curvature

Let \(\omega = \omega(t)\) be a solution to the Kähler-Ricci flow (2.2) on \([0, T)\) for \(T\) with \(0 < T \leq \infty\). We compute the well-known evolution of the scalar curvature.

**Theorem 2.2** The scalar curvature \(R\) of \(\omega = \omega(t)\) evolves by

\[
\frac{\partial R}{\partial t} = \Delta R + |\text{Ric}(\omega)|^2 + \nu R,
\]  

(2.3)
where |Ric(ω)|^2 = g^i_j g^k_l R_i^k R_j^l. Hence the scalar curvature has a lower bound

\[ R(t) \geq -\nu n - C_0 e^{-\nu t}, \]  

(2.4)

for \( C_0 = -\inf_M R(0) - \nu n \).

**Proof** Taking the trace of the evolution equation (2.2) gives

\[ g^\ell_k \frac{\partial}{\partial t} g_k^\ell = -R - \nu n. \]  

(2.5)

Since \( R = -g^{ij} \partial_i \partial_j \log \det g \), we have

\[ \frac{\partial R}{\partial t} = -g^{ij} \partial_i \partial_j \left( g^{kl} \frac{\partial}{\partial t} g_{kl} \right) - \left( \frac{\partial}{\partial t} g^{ij} \right) \partial_i \partial_j \log \det g \]  

(2.6)

\[ = \Delta R + g^{ij} g^{kl} R_{ik} R_{lj} + \nu R, \]  

(2.7)

as required. For (2.4), we use the elementary fact that \( n |\text{Ric}(\omega)|^2 \geq R^2 \) to obtain

\[ \left( \frac{\partial}{\partial t} - \Delta \right) R \geq \frac{1}{n} R(R + \nu n) = \frac{1}{n} (R + \nu n)^2 - \nu (R + \nu n). \]  

(2.8)

Hence

\[ \left( \frac{\partial}{\partial t} - \Delta \right) (e^{\nu t}(R + \nu n)) \geq 0. \]  

(2.9)

By the maximum principle (see Proposition 1.7 and the remark following it), the quantity \( e^{\nu t}(R + \nu n) \) is bounded below by \( \inf_M R(0) + \nu n \), its value at time \( t = 0 \). \( \square \)

We remark that although we used the Kähler condition to prove Theorem 2.2, in fact it holds in full generality for the Riemannian Ricci flow [52] (see also [30]).

Theorem 2.2 implies a bound on the volume form of the metric.

**Corollary 2.3** Let \( \omega = \omega(t) \) be a solution of (2.2) on \([0, T)\) and \( C_0 \) as in Theorem 2.2.

(i) If \( \nu = 0 \) then

\[ \omega^n(t) \leq e^{C_0 t} \omega^n(0). \]  

(2.10)

In particular, if \( T \) is finite then the volume form \( \omega^n(t) \) is uniformly bounded from above for \( t \in [0, T) \).

(ii) If \( \nu = 1 \) there exists a uniform constant \( C \) such that

\[ \omega^n(t) \leq e^{C_0 (1-e^{-t})} \omega^n(0). \]  

(2.11)

In particular, the volume form \( \omega^n(t) \) is uniformly bounded from above for \( t \in [0, T) \).

**Proof** We have

\[ \frac{\partial}{\partial t} \log \frac{\omega^n(t)}{\omega^n(0)} = g^{ij} \frac{\partial}{\partial t} g_{ij} = -R - \nu n \leq C_0 e^{-\nu t}. \]  

(2.12)

Integrating in time, we obtain (2.10) and (2.11). \( \square \)
2.3 Evolution of the trace of the metric

We now prove an estimate for the trace of the metric along the Kähler-Ricci flow. This is originally due to Cao [15] and is the parabolic version of an estimate for the complex Monge-Ampère equation due to Yau and Aubin [1, 124]. We give the estimate in the form of an evolution inequality. We begin by computing the evolution of $\text{tr} \hat{\omega}$, the trace of $\omega$ with respect to a fixed metric $\hat{\omega}$, using the notation of Section 1.4.

Proposition 2.4 Let $\hat{\omega}$ be a fixed Kähler metric on $M$, and let $\omega = \omega(t)$ be a solution to the Kähler-Ricci flow (2.2). Then

$$\left( \frac{\partial}{\partial t} - \Delta \right) \text{tr} \hat{\omega} = - \nu \text{tr} \hat{\omega} - g^{\ell k} \hat{R}_{k \ell} ^{ji} g_{ij} - \hat{g}^{ji} g^{qp} \hat{g}_{i \ell} g_{p \ell} \hat{\nabla}_{\ell j} g_{k q},$$

(2.13) where $\hat{R}_{k \ell} ^{ji}$, $\hat{\nabla}$ denote the curvature and covariant derivative with respect to $\hat{g}$.

Proof Compute using normal coordinates for $\hat{g}$ and the formula (1.16),

$$\Delta \text{tr} \hat{\omega} = g^{\ell k} \partial_k (\hat{g}^{ji} g_{ij})
= g^{\ell k} (\partial_k \hat{g}^{ji}) g_{ij} + \hat{g}^{ji} \partial_k \partial_j g_{ij}
= g^{\ell k} \hat{R}_{k \ell} ^{ji} g_{ij} - \hat{g}^{ji} \hat{R}_{ij} + \hat{g}^{ji} g^{qp} \hat{g}_{i \ell} \partial_i g_{p \ell} \partial_j g_{k q},$$

(2.14)

and

$$\frac{\partial}{\partial t} \text{tr} \hat{\omega} = - \hat{g}^{ji} \hat{R}_{ij} - \nu \text{tr} \hat{\omega},$$

(2.15)

and combining these gives (2.13). \qed

We use Proposition 2.4 to prove the following estimate, which will be used frequently in the sequel:

Proposition 2.5 Let $\hat{\omega}$ be a fixed Kähler metric on $M$, and let $\omega = \omega(t)$ be a solution to (2.2). Then there exists a constant $\hat{C}$ depending only on the lower bound of the bisectional curvature for $\hat{g}$ such that

$$\left( \frac{\partial}{\partial t} - \Delta \right) \log \text{tr} \hat{\omega} \leq \hat{C} \text{tr} \hat{\omega} - \nu.$$  

(2.16)

Proof First observe that for a positive function $f$,

$$\Delta \log f = \frac{\Delta f}{f} - \frac{\left| \partial f \right|^2}{f^2}.$$  

(2.17)

It follows immediately from Proposition 2.4 that

$$\left( \frac{\partial}{\partial t} - \Delta \right) \log \text{tr} \hat{\omega}
= \frac{1}{\text{tr} \hat{\omega}} \left( - \nu \text{tr} \hat{\omega} - g^{\ell k} \hat{R}_{k \ell} ^{ji} g_{ij} + \frac{\left| \partial \text{tr} \hat{\omega} \right|^2}{\text{tr} \hat{\omega}} - \hat{g}^{ji} g^{qp} \hat{g}_{i \ell} g_{p \ell} \hat{\nabla}_{\ell j} g_{k q} \right).$$  

(2.18)
We claim that
\[ \frac{\partial \text{tr}_\omega \omega^2}{\text{tr}_\omega \omega} - \tilde{g}^{ij} \tilde{g}^{pq} \tilde{\nabla}_i g_{pq} \tilde{\nabla}_j g_{k\ell} \leq 0. \] (2.19)

To prove this we choose normal coordinates for \( \hat{g} \) for which \( g \) is diagonal. Compute using the Cauchy-Schwarz inequality
\[
|\partial \text{tr}_\omega \omega|^2_g = \sum_i \tilde{g}^{ii} \partial_i \left( \sum_j \tilde{g}_{jj} \right) \partial_i \left( \sum_k \tilde{g}_{kk} \right)
\]
\[
\leq \sum_{j,k} \left( \sum_i \tilde{g}^{ii} |\partial_i \tilde{g}_{jj}|^2 \right)^{1/2} \left( \sum_i \tilde{g}^{ii} |\partial_i \tilde{g}_{kk}|^2 \right)^{1/2}
\]
\[
= \left( \sum_j \left( \sum_i \tilde{g}^{ii} |\partial_i \tilde{g}_{jj}|^2 \right)^{1/2} \right)^2
\]
\[
= \left( \sum_j \sqrt{\tilde{g}_{jj}} \left( \sum_i \tilde{g}^{ii} \tilde{g}_{jj} |\partial_i \tilde{g}_{jj}|^2 \right)^{1/2} \right)^2
\]
\[
\leq \sum_\ell \tilde{g}^{\ell\ell} \sum_{i,j} \tilde{g}^{ii} \tilde{g}^{jj} |\partial_\ell \tilde{g}_{ij}|^2
\]
\[
\leq (\text{tr}_\omega \omega) \sum_{i,j,k} \tilde{g}^{ii} \tilde{g}^{jj} \tilde{\nabla}_k g_{ij} \tilde{\nabla}_k g_{ij},
\] (2.20)

where in the second-to-last line we used the Kähler condition to give \( \partial_i g_{jj} = \partial_j g_{ij} \). The inequality (2.20) gives exactly (2.19).

We can now complete the proof of the proposition. Define a constant \( \hat{C} \) by
\[ \hat{C} = -\inf_{x \in M} \{ \bar{\mathcal{R}}_{i\bar{j}j}(x) \mid \{ \partial z_1, \ldots, \partial z_n \} \text{ is orthonormal w.r.t. } \hat{g} \text{ at } x, \ i, j = 1, \ldots, n \}, \] (2.21)

which is finite since we are taking the infimum of a continuous function over a compact set.

Then computing at a point using normal coordinates for \( \hat{g} \) for which the metric \( g \) is diagonal we have
\[ \tilde{g}^{ik} \tilde{\mathcal{R}}_{k\ell} \tilde{g}_{ij} = \sum_{k,i} \tilde{g}^{ik} \tilde{\mathcal{R}}_{k\ell} \tilde{g}_{ij} \geq -\hat{C} \sum_k \tilde{g}^{ik} \sum_i g_{ii} = -\hat{C} (\text{tr}_\omega \omega)(\text{tr}_\omega \hat{\omega}). \] (2.22)

Combining (2.18), (2.19) and (2.22) yields (2.16).

2.4 The parabolic Schwarz Lemma

In this section we prove the parabolic Schwarz lemma of [102]. This is a parabolic version of Yau’s Schwarz lemma [123]. We state it here in the form of an evolution inequality.
Let $f : M \rightarrow N$ be a holomorphic map between compact complex manifolds $M$ and $N$ of complex dimension $n$ and $k$ respectively. Let $\omega_0$ and $\omega_N$ be Kähler metrics on $M$ and $N$ respectively and let $\omega = \omega(t)$ be a solution of (2.2) on $M \times [0, T)$, namely
\[
\frac{\partial}{\partial t} \omega = -\text{Ric}(\omega) - \nu \omega, \quad \omega|_{t=0} = \omega_0,
\]
for $t \in [0, T)$, with either $\nu = 0$ or $\nu = 1$. Then for all points of $M \times [0, T)$ with $\text{tr}_\omega(f^* \omega_N)$ positive we have
\[
\left( \frac{\partial}{\partial t} - \Delta \right) \log \text{tr}_\omega(f^* \omega_N) \leq C_N \text{tr}_\omega(f^* \omega_N) + \nu,
\]
where $C_N$ is an upper bound for the bisectional curvature of $\omega_N$.

Observe that a simple maximum principle argument immediately gives the following consequence which the reader will recognize as similar to the conclusion of Yau’s Schwarz lemma.

**Corollary 2.7** If the bisectional curvature of $\omega_N$ has a negative upper bound $C_N < 0$ on $N$ then there exists a constant $C > 0$ depending only on $C_N$, $\omega_0$, $\omega_N$ and $\nu$ such that $\text{tr}_\omega(f^* \omega_N) \leq C$ on $M \times [0, T)$ and hence
\[
\omega \geq \frac{1}{C} f^* \omega_N, \quad \text{on } M \times [0, T).
\]

In practice, we will find the inequality (2.24) more useful than this corollary, since the assumption of negative bisectional curvature is rather strong. For the proof of Theorem 2.6, we will follow quite closely the notation and calculations given in [102].

**Proof of Theorem 2.6** Fix $x$ in $M$ with $f(x) = y \in N$, and choose normal coordinate systems $(z^i)_{i=1, \ldots, n}$ for $g$ centered at $x$ and $(w^\alpha)_{\alpha=1, \ldots, \kappa}$ for $g_N$ centered at $y$. The map $f$ is given locally as $(f^1, \ldots, f^\kappa)$ for holomorphic functions $f^\alpha = f^\alpha(z^1, \ldots, z^n)$. Write $f^\alpha_i$ for $\frac{\partial f^\alpha}{\partial \overline{z}^i}$. To simplify notation we write the components of $g_N$ as $h_{\alpha \overline{\beta}}$ instead of $(g_N)_{\alpha \overline{\beta}}$. The components of the tensor $f^* g_N$ are then $f^\alpha_i f^\beta_j h_{\alpha \overline{\beta}}$ and hence $\text{tr}_\omega(f^* \omega_N) = g_N^{i \overline{j}} f^\alpha_i f^\beta_j h_{\alpha \overline{\beta}}$. Writing $u = \text{tr}_\omega(f^* \omega_N) > 0$, we compute at $x$,
\[
\Delta u = g_N^{i \overline{j}} \partial_k \partial_{\overline{\ell}} \left( g_N^{i \overline{m}} f^\alpha_i f^\beta_j h_{\alpha \overline{m}} \right) \\
= R_N^{i \overline{m}} f^\alpha_i f^\beta_j h_{\alpha \overline{m}} + \partial_k^2 g_N^{i \overline{m}}(\partial_k f^\alpha_i)(\partial_{\overline{\ell}} f^\beta_j) h_{\alpha \overline{m}} - \partial_k^2 g_N^{i \overline{m}} S_{\alpha \overline{\beta} \overline{\gamma} \overline{\delta}} f^\alpha_i f^\beta_j f^\gamma_k f^\delta_{\overline{\ell}},
\]
for $S_{\alpha \overline{\beta} \overline{\gamma} \overline{\delta}}$ the curvature tensor of $g_N$ on $N$. Next,
\[
\frac{\partial u}{\partial t} = -g_N^{i \overline{j}} g_N^{k \overline{\ell}} \left( \frac{\partial}{\partial t} g_N^{i \overline{m}} \right) f^\alpha_i f^\beta_j h_{\alpha \overline{m}} = R_N^{i \overline{m}} f^\alpha_i f^\beta_j h_{\alpha \overline{m}} + \nu u.
\]
Combining (2.26) and (2.27) with (2.17), we obtain
\[
\left( \frac{\partial}{\partial t} - \Delta \right) \log u = \frac{1}{u} g_N^{i \overline{m}} g_N^{k \overline{\ell}} S_{\alpha \overline{\beta} \overline{\gamma} \overline{\delta}} f^\alpha_i f^\beta_j f^\gamma_k f^\delta_{\overline{\ell}} \\
+ \frac{1}{u} \left( \frac{\partial u}{\partial t} \left| u \right| - g_N^{i \overline{m}}(\partial_k f^\alpha_i)(\partial_{\overline{\ell}} f^\beta_j) h_{\alpha \overline{m}} \right) + \nu.
\]
If \( C_N \) is an upper bound for the bisectional curvature of \( g_N \) we see that
\[
g^k \bar{g}^j S_{\alpha \beta \gamma \delta} f^\alpha_i f^\beta_j f^\gamma_k f^\delta_\ell \leq C_N u^2,
\] (2.29)
and hence (2.24) will follow from the inequality
\[
\left| \frac{\partial u}{u} \right|^2 - g^k \bar{g}^j (\partial_k f^\alpha_i)(\partial_\ell f^\beta_j) h_{\alpha \beta} \leq 0.
\] (2.30)

The inequality (2.30) is analogous to (2.19) and the proof is almost identical. Indeed, at the point \( x \),
\[
\left| \frac{\partial u}{u} \right|^2 = \sum_{i,j,\alpha,\beta} f^\alpha_i f^\beta_j \partial_k f^\alpha_i \partial_\ell f^\beta_j
\]
\[
\leq \sum_{i,j,\alpha,\beta} |f^\alpha_i||f^\beta_j| \left( \sum_k |\partial_k f^\alpha_i|^2 \right)^{1/2} \left( \sum_\ell |\partial_\ell f^\beta_j|^2 \right)^{1/2}
\]
\[
= \left( \sum_{i,\alpha} |f^\alpha_i| \left( \sum_k |\partial_k f^\alpha_i|^2 \right)^{1/2} \right)^2
\]
\[
\leq \left( \sum_{j,\beta} |f^\beta_j|^2 \right) \left( \sum_{i,\alpha} |\partial_k f^\alpha_i|^2 \right) = u g^k \bar{g}^j (\partial_k f^\alpha_i)(\partial_\ell f^\beta_j) h_{\alpha \beta},
\] (2.31)
which gives (2.30).

2.5 The 3rd order estimate

In this section we prove the so-called ‘3rd order’ estimate for the Kähler-Ricci flow assuming that the metric is uniformly bounded. By 3rd order estimate we mean an estimate on the first derivative of the Kähler metric, which is of order 3 in terms of the potential function. Since the work of Yau [124] on the elliptic Monge-Ampère equation, such estimates have often been referred to as Calabi estimates in reference to a well-known calculation of Calabi [13]. There are now many generalizations of the Calabi estimate [27, 95, 119, 120, 126]. A parabolic Calabi estimate was applied to the Kähler-Ricci flow in [15]. Phong-Şeșum-Sturm [85] later gave a succinct and explicit formula, which we will describe here.

Let \( \omega = \omega(t) \) be a solution of the normalized Kähler-Ricci flow (2.2) on \([0,T)\) for \( 0 < T \leq \infty \) and let \( \hat{\omega} \) be a fixed Kähler metric on \( M \). We wish to estimate the quantity
\[
S = |\nabla g|^2
\]
where \( \nabla \) is the covariant derivative with respect to \( \hat{g} \) and the norm \( |\cdot| \) is taken with respect to the evolving metric \( g \). Namely
\[
S = g^k \bar{g}^j \nabla_i g^{\alpha \beta} \nabla_i g^{\alpha \beta}.
\] (2.32)
Define a tensor \( \Psi^k_{ij} \) by
\[
\Psi^k_{ij} := \Gamma^k_{ij} - \hat{\Gamma}^k_{ij} = g^k \nabla_i g^{\alpha \beta},
\] (2.33)
We may rewrite $S$ as
\[ S = |\psi|^2 = g^{ij} g^{pq} g_{kl} \psi^k_{ip} \psi^l_{jq}. \] (2.34)

We have the following key equality of Phong-Šesum-Sturm [85].

**Proposition 2.8** With the notation above, $S$ evolves by
\[ \left( \frac{\partial}{\partial t} - \Delta \right) S = -|\nabla \psi|^2 - |\nabla \psi|^2 + \nu |\psi|^2 - 2 \text{Re} \left( g^{ij} g^{pq} g_{kl} \nabla^5 \tilde{R}_{ip} k \psi^l_{jq} \right), \] (2.35)

where $\nabla^5 = g^{5a} \nabla_a$ and $\tilde{R}_{ip} k := \hat{\gamma}^{ik} \tilde{R}_{ip} m$.

**Proof** Compute
\[ \Delta S = g^{ij} g^{pq} g_{kl} \left( (\Delta \psi^k_{ip} \psi^l_{jq}) + \psi^k_{ip} (\Delta \psi^l_{jq}) \right) + |\nabla \psi|^2 + |\nabla \psi|^2, \] (2.36)

where we are writing $\Delta = g^{ab} \nabla_a \nabla_b$ for the ‘rough’ Laplacian and $\bar{\Delta} = g^{ab} \nabla_b \nabla_a$ for its conjugate. While $\Delta$ and $\bar{\Delta}$ agree when acting on functions, they differ in general when acting on tensors. In particular, using the commutation formulae (see Section 1.3),
\[ \bar{\Delta} \psi^k_{jq} = (\Delta \psi^k_{jq} + R^b_{kjq} + R^b_{jq} - R^b_{jq} - R^b_{jq} - R^b_{jq}). \] (2.37)

Combining (2.36) and (2.37),
\[ \Delta S = 2 \text{Re} \left( g^{ij} g^{pq} g_{kl} (\Delta \psi^k_{ip} \psi^l_{jq}) \right) + |\nabla \psi|^2 + |\nabla \psi|^2 \
+ \tilde{R}^{ij} g^{pq} g_{kl} \psi^k_{ip} \psi^l_{jq} + g^{ij} R^{pq} g_{kl} \psi^k_{ip} \psi^l_{jq} - g^{ij} g^{pq} R_{ik} \psi^k_{ip} \psi^l_{jq} \] (2.38)

We now compute the time derivative of $S$ given by (2.34). We claim that
\[ \frac{\partial}{\partial t} \psi^k_{ip} = \Delta \psi^k_{ip} - \nabla^5 \tilde{R}_{ip} k. \] (2.39)

Given this, together with
\[ \frac{\partial}{\partial t} g^{ij} = \tilde{R}^{ij} + \nu \tilde{g}^{ij}, \quad \frac{\partial}{\partial t} g_{kl} = -R_{kl} - \nu g_{kl}, \] (2.40)

we obtain
\[ \frac{\partial}{\partial t} S = 2 \text{Re} \left( g^{ij} g^{pq} g_{kl} \left( \Delta \psi^k_{ip} - \nabla^5 \tilde{R}_{ip} k \right) \psi^l_{jq} \right) + \tilde{R}^{ij} g^{pq} g_{kl} \psi^k_{ip} \psi^l_{jq} \
+ g^{ij} R^{pq} g_{kl} \psi^k_{ip} \psi^l_{jq} - g^{ij} g^{pq} R_{ik} \psi^k_{ip} \psi^l_{jq} + \nu |\psi|^2. \] (2.41)

Then (2.35) follows from (2.38) and (2.41).

To establish (2.39), compute
\[ \frac{\partial}{\partial t} \psi^k_{ip} = \frac{\partial}{\partial t} \Gamma^k_{ip} = -\nabla_i R^k_{ip}. \] (2.42)
On the other hand,
\[ \nabla_b \Psi^k_{ip} = \partial_b (\Gamma^k_{ip} - \hat{\Gamma}^k_{ip}) = \hat{R}^k_{iwp} - R^k_{iwp}, \tag{2.43} \]
and hence
\[ \Delta \Psi^k_{ip} = g^{ra} \nabla_a \nabla_b \Psi^k_{ip} = \nabla^k \hat{R}^k_{iwp} - \nabla_i R^k_{wp}, \tag{2.44} \]
where for the last equality we have used the second Bianchi identity (part (iii) of Proposition 1.2). Then (2.39) follows from (2.42) and (2.44).

Using this evolution equation together with Proposition 2.4, we obtain a third order estimate assuming a metric bound.

**Theorem 2.9** Let \( \omega = \omega(t) \) solve (2.2) and assume that there exists a constant \( C_0 > 0 \) such that
\[ \frac{1}{C_0} \omega_0 \leq \omega \leq C_0 \omega_0. \tag{2.45} \]
Then there exists a constant \( C \) depending only on \( C_0 \) and \( \omega_0 \) such that
\[ S := |\nabla g_0|^2 \leq C. \tag{2.46} \]
In addition, there exists a constant \( C' \) depending only on \( C_0 \) and \( \omega_0 \) such that
\[ \left( \frac{\partial}{\partial t} - \Delta \right) S \leq -\frac{1}{2} |Rm|^2 + C', \tag{2.47} \]
where \( |Rm|^2 \) denotes the norm squared of the curvature tensor \( R_{ijkl} \).

**Proof** We apply (2.35). First note that
\[ \nabla^b \hat{R}^k_{iwp} - \nabla^k \hat{R}^k_{iwp} = g^{ra} \nabla_a \nabla_b \Psi^k_{ip} \tag{2.48} \]
Then with \( \tilde{g} = g_0 \), we have, using (2.45),
\[ 2 \text{Re} \left( g^{ji} g^{rp} g_{i7} \nabla^p \hat{R}^k_{iwp} \Psi_{jq} \right) \leq C_1 (S + \sqrt{S}) \leq 2C_1 (S + 1), \tag{2.49} \]
for some uniform constant \( C_1 \). Hence for a uniform \( C_2 \),
\[ \left( \frac{\partial}{\partial t} - \Delta \right) S \leq -|\nabla \Psi|^2 - |\nabla \Psi|^2 + C_2 S + C_2. \tag{2.50} \]
On the other hand, from Proposition 2.4 and the assumption (2.45) again,
\[ \left( \frac{\partial}{\partial t} - \Delta \right) \text{tr}_\omega \omega \leq C_3 - \frac{1}{C_3} S, \tag{2.51} \]
for a uniform \( C_3 > 0 \). Define \( Q = S + C_3 (1 + C_2) \text{tr}_\omega \omega \) and compute
\[ \left( \frac{\partial}{\partial t} - \Delta \right) Q \leq -S + C_4, \tag{2.52} \]
for a uniform constant \( C_4 \). It follows that \( S \) is bounded from above at a point at which \( Q \) achieves a maximum, and (2.46) follows.

For (2.47), observe from (2.43) that
\[ |\nabla \Psi|^2 = |\hat{R}^k_{iwp} - R^k_{iwp}|^2 \geq \frac{1}{2} |Rm|^2 - C_5. \tag{2.53} \]
Then (2.47) follows from (2.50), (2.53) and (2.46).
2.6 Curvature and higher derivative bounds

In this section we assume that we have a solution $\omega = \omega(t)$ of (2.2) on $[0, T)$ with $0 < T \leq \infty$ which satisfies the estimates

$$\frac{1}{C_0} \omega_0 \leq \omega \leq C_0 \omega_0,$$  

(2.54)

for some uniform constant $C_0$. We show that the curvature and all derivatives of the curvature of $\omega$ are uniformly bounded, and that we have uniform $C^\infty$ estimates of $g$ with respect to the fixed metric $\omega_0$. We first compute the evolution of the curvature tensor.

**Lemma 2.10** Along the flow (2.2), the curvature tensor evolves by

$$\frac{\partial}{\partial t} R_{ijk\ell} = \frac{1}{2} \Delta \mathcal{R} R_{ijk\ell} - \nu R_{ijk\ell} + R_{ijab} R^{ba}_{\ k\ell} + R_{i\sigma k\ell} R^{\sigma}_{\ jk} - R_{i\sigma k\ell} R^{\sigma}_{\ j\ell k} - \frac{1}{2} \left( R_{i}{}^{a} R_{a jk\ell} + R^{\sigma}_{\ j} R_{i\sigma k\ell} + R_{k}{}^{a} R_{i j a\ell} + R^{\sigma}_{\ j} R_{i j k\sigma} \right)$$

(2.55)

where we write $\Delta \mathcal{R} = \Delta + \bar{\Delta}$ and $\Delta = g^{pq} \nabla_p \nabla_q$.

**Proof** Using the formula $\frac{\partial}{\partial t} \Gamma_{ik}^p = -\nabla_i R_{k}{}^p$ and the Bianchi identity, compute

$$\frac{\partial}{\partial t} R_{ijk\ell} = -\left( \frac{\partial}{\partial t} g_{\ell p} \right) \partial_t \Gamma_{ik}^p - g_{\ell p} \partial_t \left( \frac{\partial}{\partial t} \Gamma_{ik}^p \right) = -R^{\sigma}_{\ j} R_{i\sigma k\ell} - \nu R_{ijk\ell} + \nabla_\ell \nabla_k R_{i j}. $$

(2.56)

Using the Bianchi identity again and the commutation formulae, we obtain

$$\Delta R_{ijk\ell} = g^{ba} \nabla_a \nabla_\ell R_{ijkB}$$

$$= g^{ba} \nabla_\ell a R_{ijkB} + g^{ba} [\nabla_a, \nabla_\ell] R_{ijkB}$$

$$= \nabla_\ell \nabla_k R_{ij} - R_{ik}{}^{a} R_{a Bj} + R^{a}_{\ j} R_{ikB} - R^{a}_{\ j} R_{ikB} + R^{a}_{\ j} R_{ikB} + R^{a}_{\ j} R_{ikB} - R^{a}_{\ j} R_{ikB}. $$

(2.57)

And

$$\bar{\Delta} R_{ijk\ell} = g^{ba} \nabla_b \nabla_k R_{ijd\ell}$$

$$= g^{ba} \nabla_b \nabla_k R_{ijd\ell} + g^{ba} [\nabla_b, \nabla_k] R_{ijd\ell}$$

$$= \nabla_\ell \nabla_k R_{ij} - \nabla_{k} a R_{a Bj} + R^{a}_{\ j} R_{ikB}$$

$$= \nabla_\ell \nabla_k R_{ij} - \nabla_{k} a R_{a Bj} + R^{a}_{\ j} R_{ikB} + R^{a}_{\ j} R_{ikB} - R^{a}_{\ j} R_{ikB} - R^{a}_{\ j} R_{ikB}. $$

(2.58)

Combining (2.56), (2.57) and (2.58) gives (2.55). 

In fact we do not need the precise formula (2.55) in what follows, but merely the fact that it has the general form

$$\frac{\partial}{\partial t} R_{m} = \frac{1}{2} \Delta \mathcal{R} R_{m} - \nu R_{m} + R_{m} + R_{m} + R_{m}.$$  

(2.59)

To clarify notation: if $A$ and $B$ are tensors, we write $A * B$ for any linear combination of products of the tensors $A$ and $B$ formed by contractions on $A_{i_1 \ldots i_k}$ and $B_{j_1 \ldots j_\ell}$ using the metric $g$. We are writing $R_{c}$ for the Ricci tensor.
Remark 2.11 A word about notation. The operator $\Delta_R$ is the usual ‘rough’ Laplace operator associated to the Riemannian metric $g_R$ defined in (1.10). Hamilton defined his Ricci flow as $\frac{\partial}{\partial t} g_{ij} = -2R_{ij}$ precisely to remove the factor of $\frac{1}{2}$ appearing in evolution equations such as (2.59). In real coordinates, the Kähler-Ricci flow we consider in these notes is $\frac{\partial}{\partial t} g_{ij} = -R_{ij}$.

Lemma 2.12 There exists a universal constant $C$ such that
\begin{equation}
\left( \frac{\partial}{\partial t} - \Delta \right) |\text{Rm}|^2 \leq -|\nabla \text{Rm}|^2 - |\nabla^2 \text{Rm}|^2 + C |\text{Rm}|^3 - \nu |\text{Rm}|^2, \tag{2.60}
\end{equation}
and, for all points of $M \times [0,T)$ where $|\text{Rm}|$ is not zero,
\begin{equation}
\left( \frac{\partial}{\partial t} - \Delta \right) |\text{Rm}| \leq \frac{C}{2} |\text{Rm}|^2 - \frac{\nu}{2} |\text{Rm}|. \tag{2.61}
\end{equation}

Proof The inequality (2.60) follows from (2.59). Next, note that
\begin{equation}
\left( \frac{\partial}{\partial t} - \Delta \right) |\text{Rm}| = \frac{1}{2 |\text{Rm}|} \left( \frac{\partial}{\partial t} - \Delta \right) |\text{Rm}|^2 + \frac{1}{4 |\text{Rm}|^3} g^{ij} \nabla_i |\text{Rm}|^2 \nabla_j |\text{Rm}|^2, \tag{2.62}
\end{equation}
and
\begin{equation}
g^{ij} \nabla_i |\text{Rm}|^2 \nabla_j |\text{Rm}|^2 \leq 2 |\text{Rm}|^2 (|\nabla \text{Rm}|^2 + |\nabla^2 \text{Rm}|^2). \tag{2.63}
\end{equation}
Then (2.61) follows from (2.60) and (2.63).

We combine this result with the third order estimate from Section 2.5 to obtain:

Theorem 2.13 Let $\omega = \omega(t)$ solve (2.2) and assume that there exists a constant $C_0 > 0$ such that
\begin{equation}
\frac{1}{C_0} \omega_0 \leq \omega \leq C_0 \omega_0. \tag{2.64}
\end{equation}
Then there exists a constant $C$ depending only on $C_0$ and $\omega_0$ such that
\begin{equation}
|\text{Rm}|^2 \leq C. \tag{2.65}
\end{equation}
In addition, there exists a constant $C'$ depending only on $C_0$ and $\omega_0$ such that
\begin{equation}
\left( \frac{\partial}{\partial t} - \Delta \right) |\text{Rm}|^2 \leq -|\nabla \text{Rm}|^2 - |\nabla^2 \text{Rm}|^2 + C', \tag{2.66}
\end{equation}

Proof From Theorem 2.9, the quantity $S = |\nabla g_0 g|^2$ is uniformly bounded from above. We compute the evolution of $Q = |\text{Rm}| + AS$ for a constant $A$. From (2.47) and (2.61), if $A$ is chosen to be sufficiently large, we obtain
\begin{equation}
\left( \frac{\partial}{\partial t} - \Delta \right) Q \leq -|\text{Rm}|^2 + C', \tag{2.67}
\end{equation}
for a uniform constant $C'$. Then the upper bound of $|\text{Rm}|^2$ follows from the maximum principle. Finally, (2.66) follows from (2.60). \qed
Moreover, once we have bounded curvature, it is a result of Hamilton [52] that bounds on all derivatives of curvature follow. For convenience we change to a real coordinate system. Writing $\nabla_R$ for the covariant derivative with respect to $g$ as a Riemannian metric, we have:

**Theorem 2.14** Let $\omega = \omega(t)$ solve (2.2) on $[0, T)$ with $0 < T \leq \infty$ and assume that there exists a constant $C > 0$ such that

$$|\text{Rm}|^2 \leq C. \quad (2.68)$$

Then there exist uniform constants $C_m$ for $m = 1, 2, \ldots$ such that

$$|\nabla_R^m \text{Rm}|^2 \leq C_m. \quad (2.69)$$

**Proof** We give a sketch of the proof and leave the details as an exercise to the reader. We use a maximum principle argument due to Shi [96] (see [31] for a good exposition). In fact we do not need the full force of Shi’s results, which are local, since we are assuming a global curvature bound.

From Lemma 2.10 and an induction argument (see Theorem 13.2 of [52])

$$\left( \frac{\partial}{\partial t} - \frac{1}{2} \Delta_R \right) \nabla_R^m \text{Rm} = \sum_{p+q=m} \nabla_R^p \text{Rm} \ast \nabla_R^q \text{Rm}. \quad (2.70)$$

It follows that

$$\left( \frac{\partial}{\partial t} - \frac{1}{2} \Delta_R \right) |\nabla_R^m \text{Rm}|^2 = -|\nabla_R^{m+1} \text{Rm}|^2 + \sum_{p+q=m} |\nabla_R^p \text{Rm} \ast \nabla_R^q \text{Rm} \ast \nabla_R^m \text{Rm}|. \quad (2.71)$$

Moreover, since $|\text{Rm}|^2$ is bounded we have from Lemma 2.12 that

$$\left( \frac{\partial}{\partial t} - \frac{1}{2} \Delta_R \right) |\text{Rm}|^2 \leq -|\nabla_R \text{Rm}|^2 + C', \quad (2.72)$$

for some uniform constant $C'$. For the case $m = 1$, if we set $Q = |\nabla_R \text{Rm}|^2 + A|\text{Rm}|^2$ for $A > 0$ sufficiently large then from (2.70),

$$\left( \frac{\partial}{\partial t} - \frac{1}{2} \Delta_R \right) Q \leq -|\nabla_R \text{Rm}|^2 + C'', \quad (2.73)$$

and it follows from the maximum principle that $|\nabla_R \text{Rm}|^2$ is uniformly bounded from above. In addition,

$$\left( \frac{\partial}{\partial t} - \frac{1}{2} \Delta_R \right) |\text{Rm}|^2 \leq -|\nabla_R^2 \text{Rm}|^2 + C''', \quad (2.74)$$

and an induction completes the proof. $\square$

Next, we show that once we have a uniform bound on a metric evolving by the Kähler-Ricci flow, together with bounds on derivatives of curvature, then we have $C^\infty$ bounds for the metric. Moreover, this result is local:
Theorem 2.15  Let $\omega = \omega(t)$ solve (2.2) on $U \times [0,T)$ with $0 \leq T \leq \infty$, where $U$ is an open subset of $M$. Assume that there there exist constants $C_m$ for $m = 0, 1, 2 \ldots$ such that
\[
\frac{1}{C_0} \omega_0 \leq \omega \leq C_0 \omega_0, \quad S \leq C_0 \quad \text{and} \quad |\nabla R_m|^2 \leq C_m. \tag{2.75}
\]
Then for any compact subset $K \subset U$ and for $m = 1, 2, \ldots$, there exist constants $C'_m$ depending only on $\omega_0$, $K$, $U$ and $C_m$ such that
\[
\|\omega(t)\|_{C^m(K,g_0)} \leq C'_m. \tag{2.76}
\]

Proof  This is a well-known result. See [30], for example, or the discussion in [88]. We give just a sketch of the proof following quite closely the arguments in [95, 107]. It suffices to prove the result on the ball $B$ say, in a fixed holomorphic coordinate chart. We will obtain the $C^\infty$ estimates for $\omega(t)$ on a slightly smaller ball. Fix a time $t \in (0,T]$. Consider the equations
\[
\Delta_E g_{ij} = -\sum_k R_{k\bar{k}ij} + \sum_{k,p,q} g^{q\bar{p}} \partial_k g_{iq} \partial_{\bar{k}}g_{pj} =: Q_{ij}. \tag{2.77}
\]
where $\Delta_E = \sum_k \partial_k \partial_{\bar{k}}$. For each fixed $i, j$, we can regard (2.77) as Poisson’s equation $\Delta_E g_{ij} = Q_{ij}$.

Fix $p > 2n$. From our assumptions, each $\|Q_{ij}\|_{L^p(B)}$ is uniformly bounded. Applying the standard elliptic estimates (see Theorem 9.11 of [46] for example) to (2.77) we see that the Sobolev norm $\|g_{ij}\|_{L^p}$ is uniformly bounded on a slightly smaller ball. From now on, the estimates that we state will always be modulo shrinking the ball slightly. Morrey’s embedding theorem (Theorem 7.17 of [46]) gives that $\|g_{ij}\|_{C^{1+\beta}}$ is uniformly bounded for some $0 < \beta < 1$.

The key observation we now need is as follows: the $m$th derivative of $Q_{ij}$ can be written in the form $A * B$ where each $A$ or $B$ represents either a covariant derivative of $R_m$ or a quantity involving derivatives of $g$ up to order at most $m + 1$. Hence if $g$ is uniformly bounded in $C^{m+1+\beta}$ then each $Q_{ij}$ is uniformly bounded in $C^{2m+\beta}$.

Applying this observation with $m = 0$ we see that each $\|Q_{ij}\|_{C^\beta}$ is uniformly bounded. The standard Schauder estimates (see Theorem 4.8 of [46]) give that $\|g_{ij}\|_{C^{2+\beta}}$ is uniformly bounded.

We can now apply a bootstrapping argument. Applying the observation with $m = 1$ we see that $Q_{ij}$ is uniformly bounded in $C^{1+\beta}$, and so on. This completes the proof. \(\Box\)

Combining Theorems 2.13, 2.14 and 2.15, we obtain:

Corollary 2.16  Let $\omega = \omega(t)$ solve (2.2) on $M \times [0,T)$ with $0 \leq T \leq \infty$. Assume that there exists a constant $C_0$ such that
\[
\frac{1}{C_0} \omega_0 \leq \omega \leq C_0 \omega_0. \tag{2.78}
\]
Then for $m = 1, 2, \ldots$, there exist uniform constants $C_m$ such that
\[
\|\omega(t)\|_{C^m(g_0)} \leq C_m. \tag{2.79}
\]
In fact, there is a local version of Corollary 2.16. Although we will not actual make use of it in these lecture notes, we state here the result:

**Theorem 2.17** Let \( \omega = \omega(t) \) solve (2.2) on \( U \times [0,T) \) with \( 0 \leq T \leq \infty \), where \( U \) is an open subset of \( M \). Assume that there is there exists a constant \( C_0 \) such that

\[
\frac{1}{C_0} \omega_0 \leq \omega \leq C_0 \omega_0. \tag{2.80}
\]

Then for any compact subset \( K \subset U \) and for \( m = 1, 2, \ldots \), there exist constants \( C_m' \) depending only on \( \omega_0, K \) and \( U \) such that

\[
\| \omega(t) \|_{C^m(K, g_0)} \leq C'_m. \tag{2.81}
\]

**Proof** This can either be proved using the Schauder estimates of Evans-Krylov [41, 68] (see also [31, 47]) or using local maximum principle arguments [95]. We omit the proof. \( \square \)
3 Maximal existence time for the Kähler-Ricci flow

In this section we identify the maximal existence time for a smooth solution of the Kähler-Ricci flow. To do this, we rewrite the Kähler-Ricci flow as a parabolic complex Monge-Ampère equation.

3.1 The parabolic Monge-Ampère equation

Let $\omega = \omega(t)$ be a solution of the Kähler-Ricci flow

$$\frac{\partial}{\partial t} \omega = -\operatorname{Ric}(\omega), \quad \omega|_{t=0} = \omega_0.$$  \hfill (3.1)

As long as the solution exists, the cohomology class $[\omega(t)]$ evolves by

$$\frac{d}{dt} [\omega(t)] = -c_1(M), \quad [\omega(0)] = [\omega_0],$$  \hfill (3.2)

and solving this ordinary differential equation gives $[\omega(t)] = [\omega_0] - tc_1(M)$. Immediately we see that a necessary condition for the Kähler-Ricci flow to exist for $t \in [0, t')$ is that $[\omega_0] - tc_1(M) > 0$ for $t \in [0, t')$. This necessary condition is in fact sufficient. If we define

$$T = \sup\{t > 0 \mid [\omega_0] - tc_1(M) > 0\},$$  \hfill (3.3)

then we have:

**Theorem 3.1** There exists a unique maximal solution $g(t)$ of the Kähler-Ricci flow (3.1) for $t \in [0, T)$.

This theorem was proved by Cao [15] in the special case when $c_1(M)$ is zero or definite. In this generality, the result is due to Tian-Zhang [116]. Weaker versions appeared earlier in the work of Tsuji (see [121] and Theorem 8 of [122]).

We now begin the proof of Theorem 3.1. Fix $T' < T$. We will show that there exists a solution to (3.1) on $[0, T')$. First we observe that (3.1) can be rewritten as a parabolic complex Monge-Ampère equation.

To do this, we need to choose reference metrics $\hat{\omega}_t$ in the cohomology classes $[\omega_0] - tc_1(M)$. Since $[\omega_0] - T' c_1(M)$ is a Kähler class, there exists a Kähler form $\eta$ in $[\omega_0] - T' c_1(M)$. We choose our family of reference metrics $\hat{\omega}_t$ to be the linear path of metrics between $\omega_0$ and $\eta$. Namely, define

$$\chi = \frac{1}{T'} (\eta - \omega_0) \in -c_1(M),$$  \hfill (3.4)

and

$$\hat{\omega}_t = \omega_0 + t\chi = \frac{1}{T'}((T' - t)\omega_0 + t\eta) \in [\omega_0] - t c_1(M).$$  \hfill (3.5)

Fix a volume form $\Omega$ on $M$ with

$$\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \Omega = \chi = \frac{\partial}{\partial t} \hat{\omega}_t \in -c_1(M),$$  \hfill (3.6)
which exists by the discussion in Section 1.6. Notice that here we are abusing notation somewhat by writing \( \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \Omega \). To clarify, we mean that if the volume form \( \Omega \) is written in local coordinates \( z^i \) as

\[
\Omega = a(z^1, \ldots, z^n)(\sqrt{-1})^n dz^1 \wedge d\bar{z}^1 \wedge \cdots \wedge dz^n \wedge d\bar{z}^n,
\]

for a locally defined smooth positive function \( a \) then we define \( \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log a \). Although the function \( a \) depends on the choice of holomorphic coordinates, the \((1,1)\)-form \( \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \omega \) does not, as the reader can easily verify.

We now consider the \textit{parabolic complex Monge-Ampère equation}, for \( \varphi = \varphi(t) \) a real-valued function on \( M \),

\[
\frac{\partial \varphi}{\partial t} = \log \left( \frac{\hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi}{\Omega} \right), \quad \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi > 0, \quad \varphi|_{t=0} = 0. \tag{3.7}
\]

This equation is equivalent to the Kähler-Ricci flow (3.1). Indeed, given a smooth solution \( \varphi \) of (3.7) on \([0, T')\), we can obtain a solution \( \omega = \omega(t) \) of (3.1) on \([0, T')\) as follows. Define \( \omega(t) = \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi \) and observe that \( \omega(0) = \hat{\omega}_0 = \omega_0 \) and

\[
\frac{\partial}{\partial t} \omega = \frac{\partial}{\partial t} \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \left( \frac{\partial \varphi}{\partial t} \right) = -\text{Ric}(\omega), \tag{3.8}
\]

as required. Conversely, suppose that \( \omega = \omega(t) \) solves (3.1) on \([0, T')\). Then since \( \hat{\omega}_t \in [\omega(t)] \), we can apply the \( \partial \bar{\partial} \)-Lemma to find a family of potential functions \( \tilde{\varphi}(t) \) such that \( \omega(t) = \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \tilde{\varphi}(t) \) and \( \int_M \tilde{\varphi}(t) \omega^n_0 = 0 \). By standard elliptic regularity theory the family \( \tilde{\varphi}(t) \) is smooth on \( M \times [0, T') \). Then

\[
\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \omega^n = \frac{\partial}{\partial t} \omega = \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \Omega + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \left( \frac{\partial \tilde{\varphi}}{\partial t} \right), \tag{3.9}
\]

and since the only pluriharmonic functions on \( M \) are the constants, we see that

\[
\frac{\partial \tilde{\varphi}}{\partial t} = \log \frac{\omega^n}{\Omega} + c(t),
\]

for some smooth function \( c : [0, T') \to \mathbb{R} \). Now set \( \varphi(t) = \tilde{\varphi}(t) - \int_0^t c(s)ds - \tilde{\varphi}(0) \), noting that since \( \omega(0) = \omega_0 \) the function \( \tilde{\varphi}(0) \) is constant. It follows that \( \varphi = \varphi(t) \) solves the parabolic complex Monge-Ampère equation (3.7).

To prove Theorem 3.1 then, it suffices to study (3.7). Since the linearization of the right hand side of (3.7) is the Laplace operator \( \Delta g(t) \), which is elliptic, it follows that (3.7) is a strictly parabolic (nonlinear) partial differential equation for \( \varphi \). The standard parabolic theory [73] gives a unique maximal solution of (3.7) for some time interval \([0, T_{\text{max}}]\) with \( 0 < T_{\text{max}} \leq \infty \). We may assume without loss of generality that \( T_{\text{max}} < T' \). We will then obtain a contradiction by showing that a solution of (3.7) exists beyond \( T_{\text{max}} \). This will be done in the next two subsections.
3.2 Estimates for the potential and the volume form

We assume now that we have a solution $\varphi = \varphi(t)$ to the parabolic complex Monge-Ampère equation (3.7) on $[0, T_{\text{max}})$, for $0 < T_{\text{max}} < T' < T$. Our goal is to establish uniform estimates for $\varphi$ on $[0, T_{\text{max}})$. In this subsection we will prove a $C^0$ estimate for $\varphi$ and a lower bound for the volume form.

Note that $\hat{\omega}_t$ is a family of smooth Kähler forms on the closed interval $[0, T_{\text{max}}]$. Hence by compactness we have uniform bounds on $\hat{\omega}_t$ from above and below (away from zero).

**Lemma 3.2** There exists a uniform $C$ such that for all $t \in [0, T_{\text{max}})$,

$$\|\varphi(t)\|_{C^0(M)} \leq C. \quad (3.10)$$

**Proof** For the upper bound of $\varphi$, we will apply the maximum principle to $\theta := \varphi - At$ for $A > 0$ a uniform constant to be determined later. From (3.7) we have

$$\frac{\partial \theta}{\partial t} = \log \left( \frac{\hat{\omega}_t + \sqrt{-1} \partial \bar{\partial} \theta}{\Omega} \right)^n - A. \quad (3.11)$$

Fix $t' \in (0, T_{\text{max}})$. Since $M \times [0, t']$ is compact, $\theta$ attains a maximum at some point $(x_0, t_0) \in M \times [0, t']$. We claim that if $A$ is sufficiently large we have $t_0 = 0$.

Otherwise $t_0 > 0$. Then by Proposition 1.6, at $(x_0, t_0)$,

$$0 \leq \frac{\partial \theta}{\partial t} = \log \left( \frac{\hat{\omega}_{t_0} + \sqrt{-1} \partial \bar{\partial} \theta}{\Omega} \right)^n - A \leq \log \frac{\hat{\omega}^n}{\Omega} - A \leq -1,$$

a contradiction, where we have chosen $A \geq 1 + \sup_{M \times [0, T_{\text{max}}]} \log(\hat{\omega}^n_t/\Omega)$. Hence we have proved the claim that $t_0 = 0$, giving $\sup_{M \times [0, t']} \theta \leq \sup_M \theta|_{t=0} = 0$ and thus

$$\varphi(x, t) \leq At \leq AT_{\text{max}}, \quad \text{for} \ (x, t) \in M \times [0, t'].$$  \hspace{1cm} (3.13)

Since $t' \in (0, T_{\text{max}})$ was arbitrary, this gives a uniform upper bound for $\varphi$ on $[0, T_{\text{max}})$.

We apply a similar argument to $\psi = \varphi + Bt$ for $B$ a positive constant with $B \geq 1 - \inf_{M \times [0, T_{\text{max}}]} \log(\hat{\omega}^n_t/\Omega)$ and obtain

$$\varphi(x, t) \geq -BT_{\text{max}}, \quad \text{for} \ (x, t) \in M \times [0, t'],$$  \hspace{1cm} (3.14)

giving the lower bound. \hfill \Box

Next we prove a lower bound for the volume form along the flow, or equivalently a lower bound for $\dot{\varphi} = \partial \varphi / \partial t$. This argument is due to Tian-Zhang [116].

**Lemma 3.3** There exists a uniform $C > 0$ such that on $M \times [0, T_{\text{max}})$,

$$\frac{1}{C} \Omega \leq \omega^n(t) \leq C \Omega,$$ \hspace{1cm} (3.15)

or equivalently, $\|\varphi\|_{C^0}$ is uniformly bounded.
Proof The upper bound of $\omega^n$ follows from part (i) of Corollary 2.3. Note that since this is equivalent to an upper bound of $\dot{\varphi}$, we have given an alternative proof of the upper bound part of Lemma 3.2. For the lower bound of $\omega^n$, differentiate (3.7): 

$$\frac{\partial \dot{\varphi}}{\partial t} = \Delta \dot{\varphi} + \text{tr}_\omega \chi,$$  

(3.16)

where we recall that $\chi = \partial \hat{\omega}_t / \partial t$ is defined by (3.4). Define a quantity 

$$Q = (T' - t) \dot{\varphi} + \varphi + nt$$

and compute using (3.16), 

$$\left( \frac{\partial}{\partial t} - \Delta \right) Q = (T' - t) \text{tr}_\omega \chi + n - \Delta \varphi = \text{tr}_\omega (\hat{\omega}_t + (T' - t) \chi) = \text{tr}_\omega \hat{\omega}_T > 0,$$  

(3.17)

where we have used the fact that 

$$\Delta \varphi = \text{tr}_\omega (\omega - \hat{\omega}_t) = n - \text{tr}_\omega \hat{\omega}_t.$$  

(3.18)

Then by the maximum principle (Proposition 1.7), $Q$ is uniformly bounded from below on $M \times [0,T_{\text{max}})$ by its infimum at the initial time. Thus 

$$(T' - t) \dot{\varphi} + \varphi + nt \geq T' \inf_M \log \frac{\omega^n_0}{\Omega}, \quad \text{ on } M \times [0,T_{\text{max}}),$$  

(3.19)

and since $\varphi$ is uniformly bounded from Lemma 3.2 and $T' - t \geq T' - T_{\text{max}} > 0$, this gives the desired lower bound of $\dot{\varphi}$.

\[\square\]

3.3 A uniform bound for the evolving metric

Again we assume that we have a solution $\varphi = \varphi(t)$ to (3.7) on $[0,T_{\text{max}})$, for $0 < T_{\text{max}} < T' < T$. From Lemma 3.2, we have a uniform bound for $\|\varphi\|_{C^0(M)}$ and we will use this together with Proposition 2.5 to obtain an upper bound for the quantity $\text{tr}_\omega \omega$ on $[0,T_{\text{max}})$. This argument is similar to those in [1, 124] (see also [15] and Lemmas 4.3 and 4.8 below). We will then complete the proof of Theorem 3.1.

Lemma 3.4 There exists a uniform $C$ such that on $M \times [0,T_{\text{max}})$, 

$$\text{tr}_\omega \omega \leq C.$$  

(3.20)

Proof We consider the quantity 

$$Q = \log \text{tr}_\omega \omega - A\varphi,$$  

(3.21)

for $A > 0$ a uniform constant to be determined later. For a fixed $t' \in (0,T_{\text{max}})$, assume that $Q$ on $M \times [0,t']$ attains a maximum at a point $(x_0,t_0)$. Without loss of generality, we may suppose that $t_0 > 0$. Then at $(x_0,t_0)$, applying Proposition 2.5 with $\hat{\omega} = \omega_0$, 

$$0 \leq \left( \frac{\partial}{\partial t} - \Delta \right) Q \leq C_0 \text{tr}_\omega \omega_0 - A \dot{\varphi} + A \Delta \varphi$$

$$= \text{tr}_\omega (C_0 \omega_0 - A \hat{\omega}_t) - A \log \frac{\omega^n}{\Omega} + An,$$  

(3.22)
for $C_0$ depending only on the lower bound of the bisectional curvature of $g_0$. Choose $A$ sufficiently large so that $A\omega_0 - (C_0 + 1)\omega_0$ is Kähler on $M$. Then
\begin{equation}
\text{tr}_\omega (C_0\omega_0 - A\omega_0) \leq -\text{tr}_\omega \omega_0,
\end{equation}
and so at $(x_0, t_0)$,
\begin{equation}
\text{tr}_\omega \omega_0 + A \log \frac{\omega^n}{\Omega} \leq A n,
\end{equation}
and hence
\begin{equation}
\text{tr}_\omega \omega_0 + A \log \frac{\omega^n}{\omega_0^n} \leq C,
\end{equation}
for some uniform constant $C$. At $(x_0, t_0)$, choose coordinates so that
\begin{equation}
(g_0)_{ij} = \delta_{ij} \quad \text{and} \quad g_{ij} = \lambda_i \delta_{ij}, \quad \text{for } i, j = 1, \ldots, n,
\end{equation}
for positive $\lambda_1, \ldots, \lambda_n$. Then (3.25) is precisely
\begin{equation}
\sum_{i=1}^n \left( \frac{1}{\lambda_i} + A \log \lambda_i \right) \leq C.
\end{equation}
Since the function $x \mapsto \frac{1}{x} + A \log x$ for $x > 0$ is uniformly bounded from below, we have (for a different $C$),
\begin{equation}
\left( \frac{1}{\lambda_i} + A \log \lambda_i \right) \leq C, \quad \text{for } i = 1, \ldots, n.
\end{equation}
Then $A \log \lambda_i \leq C$, giving a uniform upper bound for $\lambda_i$ and hence $(\text{tr}_\omega \omega)(x_0, t_0)$. Since $\varphi$ is uniformly bounded on $M \times [0, T_{\max})$ we see that $Q(x_0, t_0)$ is uniformly bounded from above. Hence $Q$ is bounded from above on $M \times [0, t']$ for any $t' < T_{\max}$. Using again that $\varphi$ is uniformly bounded we obtain the required estimate (3.20). \hfill \Box

Note that we did not make use of the bound on $\dot{\varphi}$ in the above argument. By doing so we could have simplified the proof slightly. However, it turns out that the argument of Lemma 3.4 will be useful later (see Lemma 5.5 and Section 7 below) where we do not have a uniform lower bound of $\dot{\varphi}$.

As a consequence of Lemma 3.4, we have:

**Corollary 3.5** There exists a uniform $C > 0$ such that on $M \times [0, T_{\max})$,
\begin{equation}
\frac{1}{C} \omega_0 \leq \omega \leq C \omega_0.
\end{equation}

**Proof** The upper bound follows from Lemma 3.4. For the lower bound,
\begin{equation}
\text{tr}_\omega \omega_0 \leq \frac{1}{(n-1)!} (\text{tr}_\omega \omega)^{n-1} \frac{\omega_0^n}{\omega^n} \leq C,
\end{equation}
using Lemma 3.3. To verify the first inequality of (3.30), choose coordinates as in (3.26) and observe that
\begin{equation}
\frac{1}{\lambda_1} + \cdots + \frac{1}{\lambda_n} \leq \frac{1}{(n-1)!} \frac{(\lambda_1 + \cdots + \lambda_n)^{n-1}}{\lambda_1 \cdots \lambda_n},
\end{equation}
for positive $\lambda_i$. \hfill \Box
We can now finish the proof of Theorem 3.1.

**Proof of Theorem 3.1** Combining Corollary 3.5 with Corollary 2.16, we obtain uniform $C^\infty$ estimates for $g(t)$ on $[0, T_{\text{max}})$. Hence as $t \to T_{\text{max}}$, the metrics $g(t)$ converge in $C^\infty$ to a smooth Kähler metric $g(T_{\text{max}})$ and thus we obtain a smooth solution to the Kähler-Ricci flow on $[0, T_{\text{max}}]$. But we have already seen from Theorem 2.1 (or by the discussion at the end of Section 3.1) that we can always find a smooth solution of the Kähler-Ricci flow on some, possibly short, time interval with any initial Kähler metric. Applying this to $g(T_{\text{max}})$, we obtain a solution of the Kähler-Ricci flow $g(t)$ on $[0, T_{\text{max}} + \varepsilon)$ for $\varepsilon > 0$. But this contradicts the definition of $T_{\text{max}}$, and completes the proof of Theorem 3.1. \qed
4 Convergence of the flow in the cases $c_1(M) < 0$ and $c_1(M) = 0$

In this section we show that the Kähler-Ricci flow converges, after appropriate normalization, to a Kähler-Einstein metric in the cases $c_1(M) < 0$ and $c_1(M) = 0$. This was originally proved by Cao [15] and makes use of parabolic versions of estimates due to Yau and Aubin [1, 124] and also Yau’s well-known $C^0$ estimate for the complex Monge-Ampère equation [124].

4.1 The normalized Kähler-Ricci flow when $c_1(M) < 0$

We first consider the case of a manifold $M$ with $c_1(M) < 0$. We restrict to the case when $[\omega_0] = -c_1(M)$. By Theorem 3.1 we have a solution to the Kähler-Ricci flow (3.1) for $t \in [0, \infty)$. The Kähler class $[\omega(t)]$ is given by $(1 + t)[\omega_0]$ which diverges as $t \to \infty$. To avoid this we consider instead the normalized Kähler-Ricci flow

$$\frac{\partial}{\partial t}\omega = -\text{Ric}(\omega) - \omega, \quad \omega|_{t=0} = \omega_0.$$ (4.1)

This is just a rescaling of (3.1) and we have a solution $\omega(t)$ to (4.1) for all time. Indeed if $\tilde{\omega}(s)$ solves $\frac{\partial}{\partial s}\tilde{\omega}(s) = -\text{Ric}(\tilde{\omega}(s))$ for $s \in [0, \infty)$ then $\omega(t) = \tilde{\omega}(s)/(s+1)$ with $t = \log(s+1)$ solves (4.1). Conversely, given a solution to (4.1) we can rescale to obtain a solution to (3.1).

Since we have chosen $[\omega_0] = -c_1(M)$, we immediately see that $[\omega(t)] = [\omega_0]$ for all $t$. The following result is due to Cao [15].

**Theorem 4.1** The solution $\omega = \omega(t)$ to (4.1) converges in $C^\infty$ to the unique Kähler-Einstein metric $\omega_{KE} \in -c_1(M)$.

We recall that a Kähler-Einstein metric is a Kähler metric $\omega_{KE}$ with $\text{Ric}(\omega_{KE}) = \mu \omega_{KE}$ for some constant $\mu \in \mathbb{R}$. If $\omega_{KE} \in -c_1(M)$ then we necessarily have $\mu = -1$. The existence of a Kähler-Einstein metric on $M$ with $c_1(M) < 0$ is due to Yau [124] and Aubin [1] independently.

The uniqueness of $\omega_{KE} \in -c_1(M)$ is due to Calabi [12] and follows from the maximum principle. Indeed, suppose $\omega'_{KE}, \omega_{KE} \in -c_1(M)$ are both Kähler-Einstein. Writing $\omega'_{KE} = \omega_{KE} + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi$, we have $\text{Ric}(\omega'_{KE}) = -\omega'_{KE} = \text{Ric}(\omega_{KE}) - \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi$ and hence

$$\log \frac{\omega_{KE} + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi}{\omega^n_{KE}} = \varphi + C,$$ (4.2)

for some constant $C$. By considering the maximum and minimum values of $\varphi + C$ on $M$ we see that $\varphi + C = 0$ and hence $\omega_{KE} = \omega'_{KE}$.

To prove Theorem 4.1, we reduce (4.1) to a parabolic complex Monge-Ampère equation as in the previous section. Let $\Omega$ be a volume form on $M$ satisfying

$$\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \Omega = \omega_0 \in -c_1(M), \quad \int_M \Omega = \int_M \omega_0^n.$$ (4.3)
Then we consider the normalized parabolic complex Monge-Ampère equation,

$$\frac{\partial \varphi}{\partial t} = \log \left( \frac{\omega_0 + \sqrt{-1} \partial \bar{\partial} \varphi}{\Omega} \right) - \varphi, \quad \omega_0 + \sqrt{-1} \partial \bar{\partial} \varphi > 0, \quad \varphi|_{t=0} = 0. \quad (4.4)$$

Given a solution $\varphi = \varphi(t)$ of (4.4), the metrics $\omega = \omega_0 + \sqrt{-1} \partial \bar{\partial} \varphi$ solve (4.1). Conversely, as in Section 3.1, given a solution $\omega = \omega(t)$ of (4.1) we can obtain via the $\partial \bar{\partial}$-Lemma a solution $\varphi = \varphi(t)$ of (4.4).

We wish to obtain estimates for $\varphi$ solving (4.4). First:

**Lemma 4.2** We have

(i) There exists a uniform constant $C$ such that for $t$ in $[0, \infty)$,

$$\|\dot{\varphi}(t)\|_{C^0(M)} \leq Ce^{-t}. \quad (4.5)$$

(ii) There exists a continuous real-valued function $\varphi_\infty$ on $M$ such that for $t$ in $[0, \infty)$,

$$\|\varphi(t) - \varphi_\infty\|_{C^0(M)} \leq Ce^{-t} \quad (4.6)$$

(iii) $\|\varphi(t)\|_{C^0(M)}$ is uniformly bounded for $t \in [0, \infty)$.

(iv) There exists a uniform constant $C'$ such that on $M \times [0, \infty)$, the volume form of $\omega = \omega(t)$ satisfies

$$\frac{1}{C'} \omega_0^n \leq \omega^n \leq C' \omega_0^n. \quad (4.7)$$

**Proof** Compute

$$\frac{\partial \dot{\varphi}}{\partial t} = \Delta \dot{\varphi} - \dot{\varphi}, \quad (4.8)$$

and hence

$$\frac{\partial}{\partial t} (e^t \dot{\varphi}) = \Delta (e^t \dot{\varphi}). \quad (4.9)$$

Then (i) follows from the maximum principle (Proposition 1.7). For (ii), let $s, t \geq 0$ and $x$ be in $M$. Then

$$|\varphi(x, s) - \varphi(x, t)| = \left| \int_t^s \dot{\varphi}(x, u) du \right| \leq \int_t^s |\dot{\varphi}(x, u)| du \leq \int_t^s Ce^{-u} du = C(e^{-t} - e^{-s}), \quad (4.10)$$

which shows that $\varphi(t)$ converges uniformly to some continuous function $\varphi_\infty$ on $M$. Taking the limit in (4.10) as $s \to \infty$ gives (ii). (iii) follows immediately from (ii). (iv) follows from (4.4) together with (i) and (iii). \qed

We use the $C^0$ bound on $\varphi$ to obtain an upper bound on the evolving metric.

**Lemma 4.3** There exists a uniform constant $C$ such that on $M \times [0, \infty)$, $\omega = \omega(t)$ satisfies

$$\frac{1}{C} \omega_0 \leq \omega \leq C \omega_0. \quad (4.11)$$
Proof By part (iv) of Lemma 4.2 and the argument of Corollary 3.5, it suffices to obtain a uniform upper bound for $\text{tr}_{\omega_0} \omega$.

Applying Proposition 2.5,

$$
\left( \frac{\partial}{\partial t} - \Delta \right) \log \text{tr}_{\omega_0} \omega \leq C_0 \text{tr}_\omega \omega_0 - 1,
$$

for $C_0$ depending only on $g_0$. We apply the maximum principle to the quantity $Q = \log \text{tr}_{\omega_0} \omega - A \varphi$ as in the proof of Lemma 3.4, where $A$ is to be chosen later. We have

$$
\left( \frac{\partial}{\partial t} - \Delta \right) Q \leq C_0 \text{tr}_\omega \omega_0 - 1 - A \dot{\varphi} + A n - A \text{tr}_\omega \omega_0.
$$

Assume that $Q$ achieves a maximum at a point $(x_0, t_0)$ with $t_0 > 0$. Choosing $A = C_0 + 1$ and using the fact that $\dot{\varphi}$ is uniformly bounded, we see that $\text{tr}_\omega \omega_0$ is uniformly bounded at $(x_0, t_0)$. Arguing as in (3.30), we have,

$$
(\text{tr}_{\omega_0}(x_0, t_0)) \leq \frac{1}{(n - 1)!} \left( \text{tr}_\omega \omega_0 \right)^{n-1}(x_0, t_0) \frac{\omega^n}{\omega_0^n}(x_0, t_0) \leq C,
$$

using part (iv) of Lemma 4.2. Since $\varphi$ is uniformly bounded, this shows that $Q$ is bounded from above at $(x_0, t_0)$. Hence $\text{tr}_{\omega_0} \omega$ is uniformly bounded.

We can now complete the proof of Theorem 4.1. By Corollary 2.16 we have uniform $C^\infty$ estimates on $\omega(t)$. Since $\varphi(t)$ is bounded in $C^0$ it follows that we have uniform $C^\infty$ estimates on $\varphi(t)$. Recall that $\varphi(t)$ converges uniformly to a continuous function $\varphi_\infty$ on $M$ as $t \to \infty$.

By the Arzela-Ascoli Theorem and the uniqueness of limits, it follows immediately that there exist times $t_k \to \infty$ such that the sequence of functions $\varphi(t_k)$ converges in $C^\infty$ to $\varphi_\infty$, which is smooth. In fact we have this convergence without passing to a subsequence. Indeed, suppose not. Then there exists an integer $k$, an $\varepsilon > 0$ and a sequence of times $t_i \to \infty$ such that

$$
\| \varphi(t_i) - \varphi_\infty \|_{C^k(M)} \geq \varepsilon, \quad \text{for all } i.
$$

But since $\varphi(t_i)$ is a sequence of functions with uniform $C^{k+1}$ bounds we apply the Arzela-Ascoli Theorem to obtain a subsequence $\varphi(t_{i_j})$ which converges in $C^k$ to $\varphi'_\infty$, say, with

$$
\| \varphi'_\infty - \varphi_\infty \|_{C^k(M)} \geq \varepsilon,
$$

so that $\varphi'_\infty \neq \varphi_\infty$. But $\varphi(t_{i_j})$ converges uniformly to $\varphi_\infty$, a contradiction. Hence $\varphi(t)$ converges to $\varphi_\infty$ in $C^\infty$ as $t \to \infty$.

It remains to show that the limit metric $\omega_\infty = \omega_0 + \sqrt{\sqrt{-1}} \partial \bar{\partial} \varphi_\infty$ is Kähler-Einstein. Since from Lemma 4.2, $\dot{\varphi}(t) \to 0$ as $t \to \infty$, we can take a limit as $t \to \infty$ of (4.4) to obtain

$$
\log \frac{\omega^n_\infty}{\Omega} - \varphi_\infty = 0,
$$

and applying $\sqrt{\sqrt{-1}} \partial \bar{\partial}$ to both sides of this equation gives that Ric$(\omega_\infty) = -\omega_\infty$ as required. This completes the proof of Theorem 4.1.
4.2 The case of $c_1(M) = 0$: Yau’s zeroth order estimate

In this section we discuss the case of the Kähler-Ricci flow on a Kähler manifold $(M, g_0)$ with vanishing first Chern class. Unlike the case of $c_1(M) < 0$ dealt with above, there will be no restriction on the Kähler class $[\omega_0]$.

By Theorem 3.1, there is a solution $\omega(t)$ of the Kähler-Ricci flow (3.1) for $t \in [0, \infty)$ and we have $[\omega(t)] = [\omega_0]$. The following result is due to Cao [15] and makes use of Yau’s celebrated zeroth order estimate, which we will describe in this subsection.

**Theorem 4.4** The solution $\omega(t)$ to (3.1) converges in $C^\infty$ to the unique Kähler-Einstein metric $\omega_{KE} \in [\omega_0]$.

Since $c_1(M) = 0$, the Kähler-Einstein metric $\omega_{KE}$ must be Kähler-Ricci flat (if $\text{Ric}(\omega_{KE}) = \mu \omega_{KE}$ then $c_1(M) = [\mu \omega_{KE}] = 0$ implies $\mu = 0$). Note that, as Theorem 4.4 implies, there is a unique Kähler-Einstein metric in every Kähler class on $M$.

The uniqueness part of the argument is due to Calabi [12]. Suppose $\omega_{KE}' = \omega_{KE} + \sqrt{-1}/2\pi \partial \bar{\partial} \varphi$ is another Kähler-Einstein metric in the same cohomology class. Then the equation $\text{Ric}(\omega_{KE}') = \text{Ric}(\omega_{KE})$ gives

$$\log \frac{\omega_{KE}^n}{\omega_{KE}'} = C,$$

for some constant $C$. Exponentiating and then integrating gives $C = 1$ and hence $\omega_{KE}^n = \omega_{KE}'^n$. Then compute, using integration by parts,

$$0 = \int_M \varphi (\omega_{KE}^n - \omega_{KE}'^n) = -\int_M \varphi \frac{-1}{2\pi} \partial \bar{\partial} \varphi \wedge \left( \sum_{i=0}^{n-1} \omega_{KE}^i \wedge \omega_{KE}^{n-1-i} \right)$$

$$= \int_M \frac{-1}{2\pi} \partial \varphi \wedge \bar{\partial} \varphi \wedge \left( \sum_{i=0}^{n-1} \omega_{KE}^i \wedge \omega_{KE}^{n-1-i} \right)$$

$$\geq \frac{1}{n} \int_M |\partial \varphi|^2 \omega_{KE}^{n-1} \omega_{KE}^n,$$

which implies that $\varphi$ is constant and hence $\omega_{KE} = \omega_{KE}'$.

As usual, we reduce (3.1) to a parabolic complex Monge-Ampère equation. Since $c_1(M) = 0$ there exists a unique volume form $\Omega$ satisfying

$$\frac{-1}{2\pi} \partial \bar{\partial} \log \Omega = 0, \quad \int_M \Omega = \int_M \omega_0^n.$$

Then solving (3.1) is equivalent to solving the parabolic complex Monge-Ampère equation

$$\frac{\partial \varphi}{\partial t} = \log \left( \frac{\omega_0 + \frac{-1}{2\pi} \partial \bar{\partial} \varphi}{\Omega} \right)^n, \quad \omega_0 + \frac{-1}{2\pi} \partial \bar{\partial} \varphi > 0, \quad \varphi|_{t=0} = 0.$$

We first observe:
Lemma 4.5 We have

(i) There exists a uniform constant $C$ such that for $t \in [0, \infty)$
\[\|\dot{\varphi}(t)\|_{C^0(M)} \leq C. \quad (4.22)\]

(ii) There exists a uniform constant $C'$ such that on $M \times [0, \infty)$ the volume form of $\omega = \omega(t)$ satisfies
\[\frac{1}{C'}\omega_0^n \leq \omega^n \leq C'\omega_0^n. \quad (4.23)\]

Proof Differentiating (4.21) with respect to $t$ we obtain
\[\frac{\partial \dot{\varphi}}{\partial t} = \Delta \dot{\varphi}, \quad (4.24)\]
and (i) follows immediately from the maximum principle. Part (ii) follows from (i). \qed

We will obtain a bound on the oscillation of $\varphi(t)$ using Yau’s zeroth order estimate for the elliptic complex Monge-Ampère equation. Note that Yau’s estimate holds for any Kähler manifold (not just those with $c_1(M) = 0$):

Theorem 4.6 Let $(M, \omega_0)$ be a compact Kähler manifold and let $\varphi$ be a smooth function on $M$ satisfying
\[(\omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi)^n = e^F \omega_0^n, \quad \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi > 0 \quad (4.25)\]
for some smooth function $F$. Then there exists a uniform $C$ depending only on $\sup_M F$ and $\omega_0$ such that
\[\text{osc}_M \varphi := \sup_M \varphi - \inf_M \varphi \leq C. \quad (4.26)\]

Proof We will follow quite closely the exposition of Siu [98]. We assume without loss of generality that \(\int_M \varphi \omega_0^n = 0\). We also assume $n > 1$ (the case $n = 1$ is easier, and we leave it as an exercise for the reader).

Write $\omega = \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi$. Then
\[
C \int_M |\varphi|\omega_0^n \geq \int_M \varphi(\omega_0^n - \omega^n)
\]
\[
= -\int_M \varphi \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi \wedge \sum_{i=0}^{n-1} \omega_i^0 \wedge \omega^{n-1-i}
\]
\[
= \int_M \frac{\sqrt{-1}}{2\pi} \partial \varphi \wedge \partial \bar{\partial} \varphi \wedge \sum_{i=0}^{n-1} \omega_i^0 \wedge \omega^{n-1-i}
\]
\[
\geq \frac{1}{n} \int_M |\partial \varphi|^2 \omega_0^n. \quad (4.27)
\]
By the Poincaré (Theorem 1.8) and Cauchy-Schwarz inequalities we have
\[
\int_M |\varphi|^2 \omega^n_0 \leq C \int_M |\partial_\varphi|^2 \omega^n_0 \leq C' \int_M |\varphi| \omega^n_0 \leq C'' \left( \int_M |\varphi|^2 \omega^n_0 \right)^{1/2},
\] (4.28)
and hence \(\|\varphi\|_{L^2(\omega_0)} \leq C\). We now repeat this argument with \(\varphi\) replaced by \(\varphi|\varphi|^{\alpha}\) for \(\alpha \geq 0\). Observe that the map of real numbers \(x \mapsto x|\varphi|^\alpha\) is differentiable with derivative \((\alpha + 1)|x|^\alpha\). Then
\[
C \int_M |\varphi|^{\alpha+1} \omega^n_0 \geq \int_M \varphi|\varphi|^{\alpha}(\omega^n_0 - \omega^n)
= - \int_M \varphi|\varphi|^{\alpha} \frac{\sqrt{-1}}{2\pi} \partial_\varphi \wedge \sum_{i=0}^{n-1} \omega_0^i \wedge \omega^{n-1-i}
= (\alpha + 1) \int_M |\varphi|^{\alpha} \sqrt{-1} \partial_\varphi \wedge \partial_\varphi \wedge \sum_{i=0}^{n-1} \omega_0^i \wedge \omega^{n-1-i}
= \frac{(\alpha + 1)}{a^2 + 1} \int_M \sqrt{-1} \partial \left( |\varphi|^{\alpha/2} \right) \wedge \partial \left( |\varphi|^{\alpha/2} \right) \wedge \sum_{i=0}^{n-1} \omega_0^i \wedge \omega^{n-1-i}.\] (4.29)
It then follows that for some uniform \(C > 0\),
\[
\int_M |\partial \left( |\varphi|^{\alpha/2} \right)|^2 \omega^n_0 \leq C(\alpha + 1) \int_M |\varphi|^{\alpha+1} \omega^n_0.
\] (4.30)
Now apply the Sobolev inequality (Theorem 1.9) to \(f = |\varphi|^{\alpha/2}\). Then for \(\beta = n/(n-1)\) we have
\[
\left( \int_M |\varphi|^{(\alpha+2)\beta} \omega^n_0 \right)^{1/\beta} \leq C (\alpha + 1) \int_M |\varphi|^{\alpha+1} \omega^n_0 + \int_M |\varphi|^{\alpha+2} \omega^n_0.
\] (4.31)
By Hölder’s inequality we have for a uniform constant \(C\),
\[
\int_M |\varphi|^{\alpha+1} \omega^n_0 \leq 1 + C \int_M |\varphi|^{\alpha+2} \omega^n_0.
\] (4.32)
Now substituting \(p = \alpha + 2\) we have from (4.31),
\[
\|\varphi\|^p_{L^{p\beta}(\omega_0)} \leq C \max \left( 1, \|\varphi\|^p_{L^p(\omega_0)} \right).
\] (4.33)
Raising to the power \(1/p\) we have for all \(p \geq 2\),
\[
\max(1, \|\varphi\|_{L^{p\beta}(\omega_0)}) \leq C^{1/p} p^{1/p} \max(1, \|\varphi\|_{L^p(\omega_0)}).
\] (4.34)
Fix an integer \(k > 0\). Replace \(p\) in (4.34) by \(p\beta^k\) and then \(p\beta^{k-1}\) and so on, to obtain
\[
\max(1, \|\varphi\|_{L^{p\beta^{k+1}}(\omega_0)}) \leq C^{1/p\beta} (p\beta^k)^{1/p\beta} \max(1, \|\varphi\|_{L^{p\beta^k}(\omega_0)}) \leq \cdots \leq C^{1/p\beta^1 + 1/p\beta^2 + \cdots + 1/p\beta^k} (p\beta^k)^{1/p\beta^k} \cdots (p\beta^{k-1})^{1/p\beta^{k-1}} \cdots p^{1/p} \max(1, \|\varphi\|_{L^p(\omega_0)})
= C_k \max(1, \|\varphi\|_{L^p(\omega_0)}).
\] (4.35)
for
\[ C_k = C^\frac{1}{p} \left( \frac{1}{\beta_k + \frac{1}{p} - 1} + 1 \right) \beta_k^\frac{1}{p} \left( \frac{1}{\beta_k + \frac{1}{p} - 1} + 1 \right) \beta_k^\frac{1}{p} \left( \frac{1}{\beta_k + \frac{1}{p} - 1} + 1 \right). \]
(4.36)

Since the infinite sums \( \sum_{i=1}^{\infty} \frac{1}{\beta_i} \) and \( \sum_{i=1}^{\infty} \frac{1}{\beta_i} \) converge for \( \beta = n/(n-1) > 1 \) we see that for any fixed \( p \), the constants \( C_k \) are uniformly bounded from above, independent of \( k \).

Setting \( p = 2 \) and letting \( k \to \infty \) in (4.35) we finally obtain
\[ \max(1, \| \varphi \|_{C^0}) \leq C \max(1, \| \varphi \|_{L^2(\omega_0)}) \leq C', \]
and hence (4.26).

Now the oscillation bound for \( \varphi = \varphi(t) \) along the Kähler-Ricci flow (4.21) follows immediately:

**Lemma 4.7** There exists a uniform constant \( C \) such that for \( t \in [0, \infty] \),
\[ \text{osc}_M \varphi \leq C. \]
(4.38)

**Proof** From Lemma 4.5 we have uniform bounds for \( \dot{\varphi} \). Rewrite the parabolic complex Monge-Ampère equation (4.21) as
\[ \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi(t) = e^{F(t)} \omega_0^n \quad \text{with} \quad F(t) = \log \frac{\Omega}{\omega_0^n} + \dot{\varphi}(t) \]
(4.39)
and apply Theorem 4.6.

\[ \Box \]

### 4.3 The case of \( c_1(M) = 0 \): higher order estimates and convergence

In this subsection we complete the proof of Theorem 4.4. The proof for the higher order estimates follows along similar lines as in the case for \( c_1(M) < 0 \). As above, let \( \varphi(t) \) solve the parabolic complex Monge-Ampère equation (4.21) on \( M \) with \( c_1(M) = 0 \) and write \( \omega = \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi \).

**Lemma 4.8** There exists a uniform constant \( C \) such that on \( M \times [0, \infty) \), \( \omega = \omega(t) \) satisfies
\[ \frac{1}{C} \omega_0 \leq \omega \leq C \omega_0. \]
(4.40)

**Proof** By Lemma 4.5 and the argument of Corollary 3.5, it suffices to obtain a uniform upper bound for \( \text{tr}_\omega \omega_0 \). As in the case of Lemma 4.3, define \( Q = \log \text{tr}_\omega \omega_0 - A \varphi \) for \( A \) a constant to be determined later. Compute using Proposition 2.5,
\[ \left( \frac{\partial}{\partial t} - \Delta \right) Q \leq C_0 \text{tr}_\omega \omega_0 - A \dot{\varphi} + An - A \text{tr}_\omega \omega_0, \]
(4.41)
for \( C_0 \) depending only on \( g_0 \). Choosing \( A = C_0 + 1 \) we have, since \( \dot{\varphi} \) is uniformly bounded,
\[ \left( \frac{\partial}{\partial t} - \Delta \right) Q \leq -\text{tr}_\omega \omega_0 + C. \]
(4.42)
We claim that for any \((x, t) \in M \times [0, \infty), \)
\[
(\text{tr}_{\omega_0} \omega)(x, t) \leq Ce^{A(\varphi(x, t) - \inf_{M \times [0, t]} \varphi)},
\]
(4.43)
To see this, suppose that \(Q\) achieves a maximum on \(M \times [0, t]\) at the point \((x_0, t_0)\). We assume without loss of generality that \(t_0 > 0\). Applying the maximum principle to (4.42) we see that \((\text{tr}_{\omega_0} \omega_0)(x_0, t_0) \leq C\) and, by the argument of Lemma 4.3, \((\text{tr}_{\omega_0} \omega)(x_0, t_0) \leq C'\). Then for any \(x \in M, \)
\[
(\log \text{tr}_{\omega_0} \omega)(x, t) - A\varphi(x, t) = Q(x, t) \leq Q(x_0, t_0) \leq \log C' - A\varphi(x_0, t_0).
\]
(4.44)
Exponentiating gives (4.43).
Define
\[
\tilde{\varphi} := \varphi - \frac{1}{V} \int_M \varphi \Omega, \quad \text{where} \quad V := \int_M \Omega = \int_M \omega^n.
\]
(4.45)
From Lemma 4.7, \(\|\tilde{\varphi}\|_{C^0(M)} \leq C\). The estimate (4.43) can be rewritten as:
\[
(\text{tr}_{\omega_0} \omega)(x, t) \leq Ce^{A(\tilde{\varphi}(x, t) + \frac{1}{\nu} \int_M \varphi(t) \Omega - \inf_{M \times [0, t]} \tilde{\varphi} - \inf_{[0, t]} \frac{1}{\nu} \int_M \varphi \Omega)}
\]
\[
\leq Ce^{C' + \frac{1}{\nu} (\int_M \varphi(t) \Omega - \inf_{[0, t]} \int_M \varphi \Omega)}.
\]
(4.46)

Using Jensen’s inequality,
\[
\frac{d}{dt} \left( \frac{1}{V} \int_M \varphi \Omega \right) = \frac{1}{V} \int_M \dot{\varphi} \Omega = \frac{1}{V} \int_M \log \left( \frac{\omega^n}{\Omega} \right) \Omega \leq \log \left( \frac{1}{V} \int_M \omega^n \right) = 0,
\]
(4.47)
and hence \(\inf_{[0, t]} \int_M \varphi \Omega = \int_M \varphi(t) \Omega\). The required upper bound of \(\text{tr}_{\omega_0} \omega\) follows then from (4.46).

It follows from Corollary 2.16 that we have uniform \(C^\infty\) estimates on \(g(t)\) and \(\varphi(t)\). It remains to prove the \(C^\infty\) convergence part of Theorem 4.4. We follow the method of Phong-Sturm [90] (see also [78, 86]) and use a functional known as the Mabuchi energy [74]. It is noted in [18, 39] that the monotonicity of the Mabuchi energy along the Kähler-Ricci flow was established in unpublished work of H.-D. Cao in 1991.

We fix a metric \(\omega_0\) as above. The Mabuchi energy is a functional \(\text{Mab}_{\omega_0}\) on the space
\[
\text{PSH}(M, \omega_0) = \{ \varphi \in C^\infty(M) \mid \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi > 0 \}
\]
(4.48)
with the property that if \(\varphi_t\) is any smooth path in \(\text{PSH}(M, \omega_0)\) then
\[
\frac{d}{dt} \text{Mab}_{\omega_0}(\varphi_t) = -\int_M \dot{\varphi}_t R_{\varphi_t} \omega^n_{\varphi_t},
\]
(4.49)
where \(\omega_{\varphi_t} = \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi_t\), and \(R_{\varphi_t}\) is the scalar curvature of \(\omega_{\varphi_t}\). Observe that if \(\varphi_\infty\) is a critical point of \(\text{Mab}_{\omega_0}\) then \(\omega_\infty = \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} h_\infty\) has zero scalar curvature and hence is Ricci flat (for that last statement: since \(c_1(M) = 0\), then \(\text{Ric}(\omega_\infty) = \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} h_\infty\) for some
Typically, the Mabuchi energy is defined in terms of its derivative using the formula (4.49) but instead we will use the explicit formula as derived in [113]. Define
\[
\text{Mab}_\omega(\varphi) = \int_M \log \frac{\omega^n}{\omega^n_0} - \int_M h_0(\omega^n - \omega^n_0),
\] (4.50)
where \( \omega_\varphi = \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi \) and \( h_0 \) is the Ricci potential for \( \omega_0 \) given by
\[
\text{Ric}(\omega_0) = \sqrt{-1} \frac{1}{2\pi} \partial \bar{\partial} h_0, \quad \int_M e^{h_0} \omega^n_0 = \int_M \omega^n_0.
\] (4.51)
Observe that \( \text{Mab}_\omega \) depends only on the metric \( \omega_\varphi \) and so can be regarded as a functional on the space of Kähler metrics cohomologous to \( \omega_0 \). We now need to check that \( \text{Mab}_\omega \) defined by (4.50) satisfies (4.49). Let \( \varphi_t \) be any smooth path in \( \text{PSH}(M, \omega_0) \). Using integration by parts, we compute
\[
\frac{d}{dt} \text{Mab}_\omega(\varphi_t) = \int_M \Delta \dot{\varphi}_t \omega^n_{\varphi_t} + \int_M \log \frac{\omega^n_{\varphi_t}}{\omega^n_0} \Delta \dot{\varphi}_t \omega^n_{\varphi_t} - \int_M h_0 \Delta \dot{\varphi}_t \omega^n_{\varphi_t}
\]
\[
= \int_M \dot{\varphi}_t (-R_{\varphi_t} + \text{tr}_\omega \text{Ric}(\omega_0)) \omega^n_{\varphi_t} - \int_M \dot{\varphi}_t \Delta h_0 \omega^n_{\varphi_t}
\]
\[
= - \int_M \dot{\varphi}_t R_{\varphi_t} \omega^n_{\varphi_t}.
\] (4.52)

The key fact we need is as follows:

**Lemma 4.9** Let \( \varphi = \varphi(t) \) solve the Kähler-Ricci flow (4.21). Then
\[
\frac{d}{dt} \text{Mab}_\omega(\varphi) = - \int_M |\partial \dot{\varphi}|^2 \omega^n.
\] (4.53)

In particular, the Mabuchi energy is decreasing along the Kähler-Ricci flow. Moreover, there exists a uniform constant \( C \) such that
\[
\frac{d}{dt} \int_M \partial \dot{\varphi}^2 \omega^n \leq C \int_M \partial \dot{\varphi}^2 \omega^n.
\] (4.54)

**Proof** Observe that from the Kähler-Ricci flow equation we have \( \sqrt{-1} \frac{1}{2\pi} \partial \bar{\partial} \dot{\varphi} = -\text{Ric}(\omega) \) and taking the trace of this gives \( \Delta \dot{\varphi} = -R \). Then
\[
\frac{d}{dt} \text{Mab}_\omega(\varphi) = - \int_M \dot{\varphi} R \omega^n = \int_M \dot{\varphi} \Delta \dot{\varphi} \omega^n = - \int_M |\partial \dot{\varphi}|^2 \omega^n,
\] (4.55)
giving (4.53). For (4.54), compute
\[
\frac{d}{dt} \int_M |\partial \dot{\varphi}|^2 \omega^n = \int_M \left( \frac{\partial}{\partial t} g^{-1}) \partial_i \dot{\varphi} \partial_j \dot{\varphi} \omega^n + 2\text{Re} \left( \int_M g^{ij} \partial_i (\Delta \dot{\varphi} \partial_j \dot{\varphi} \omega^n) \right) + \int_M |\partial \dot{\varphi}|^2 \Delta \dot{\varphi} \omega^n
\]
\[
= \int_M R^{ij} \partial_i \dot{\varphi} \partial_j \dot{\varphi} \omega^n - 2 \int_M (\Delta \dot{\varphi})^2 \omega^n - \int_M |\partial \dot{\varphi}|^2 R \omega^n
\]
\[
\leq C \int_M |\partial \dot{\varphi}|^2 \omega^n,
\] (4.56)
using (4.24), an integration by parts and the fact that, since we have $C^\infty$ estimates for $\omega$, we have uniform bounds of the Ricci and scalar curvatures of $\omega$.

It is now straightforward to complete the proof of the convergence of the Kähler-Ricci flow. Since we have uniform estimates for $\omega(t)$ along the flow, we see from the formula (4.50) that the Mabuchi energy is uniformly bounded. From (4.53) there is a sequence of times $t_i \in [i, i + 1]$ for which

$$
\left( \int_M \left| \partial \log \frac{\omega^n}{\Omega} \right|^2 \omega^n \right)(t_i) = \left( \int_M |\partial \Phi|^2 \omega^n \right)(t_i) \to 0, \quad \text{as } i \to \infty. \tag{4.57}
$$

By the differential inequality (4.54),

$$
\left( \int_M \left| \partial \log \frac{\omega^n}{\Omega} \right|^2 \omega^n \right)(t) \to 0, \quad \text{as } t \to \infty. \tag{4.58}
$$

But since we have $C^\infty$ estimates for $\varphi(t)$ we can apply the Arzela-Ascoli Theorem to obtain a sequence of times $t_j$ such that $\varphi(t_j)$ converges in $C^\infty$ to $\varphi_\infty$, say. Writing $\omega_\infty = \omega_0 + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi_\infty > 0$, we have from (4.58),

$$
\left( \int_M \left| \partial \log \frac{\omega_\infty^n}{\Omega} \right|^2 \omega_\infty^n \right) = 0, \tag{4.59}
$$

and hence

$$
\log \frac{\omega_\infty^n}{\Omega} = C, \tag{4.60}
$$

for some constant $C$. Taking $\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial}$ of (4.60) gives $\text{Ric}(\omega_\infty) = 0$. Hence for a sequence of times $t_j \to \infty$ the Kähler-Ricci flow converges to $\omega_\infty$, the unique Kähler-Einstein metric in the cohomology class $[\omega_0]$.

To see that the convergence of the metrics $\omega(t)$ is in $C^\infty$ without passing to a subsequence, we argue as follows. If not, then by the same argument as in the proof of Theorem 4.1 we can find a sequence of times $t_k \to \infty$ such that $\omega(t_k)$ converges in $C^\infty$ to $\omega'_\infty \neq \omega_\infty$. But by (4.58), $\omega'_\infty$ is Kähler-Einstein, contradicting the uniqueness of Kähler-Einstein metrics in $[\omega_0]$. This completes the proof of Theorem 4.4.

Remark 4.10 It was pointed out to the authors by Zhenlei Zhang that one can equivalently consider the functional $\int_M h \omega^n$, where $h$ is the Ricci potential of the evolving metric.
5 The case when $K_M$ is big and nef

In the previous section we considered the Kähler-Ricci flow on manifolds with $c_1(M) < 0$, which is equivalent to the condition that the canonical line bundle $K_M$ is ample. In this section we consider the case where the line bundle $K_M$ is not necessarily ample, but nef and big. Such a manifold is known as a smooth minimal model of general type.

5.1 Smooth minimal models of general type

As in the case of $c_1(M) < 0$ we consider the normalized Kähler-Ricci flow

$$\frac{\partial}{\partial t} \omega = -\text{Ric}(\omega) - \omega, \quad \omega|_{t=0} = \omega_0,$$

but we impose no restrictions on the Kähler class of $\omega_0$. We will prove:

**Theorem 5.1** Let $M$ be a smooth minimal model of general type (that is, $K_M$ is nef and big). Then

(i) The solution $\omega = \omega(t)$ of the normalized Kähler-Ricci flow (5.1) starting at any Kähler metric $\omega_0$ on $M$ exists for all time.

(ii) There exists a codimension 1 analytic subvariety $S$ of $M$ such that $\omega(t)$ converges in $C^\infty_{\text{loc}}(M \setminus S)$ to a Kähler metric $\omega_{\text{KE}}$ defined on $M \setminus S$ which satisfies the Kähler-Einstein equation

$$\text{Ric}(\omega_{\text{KE}}) = -\omega_{\text{KE}}, \quad \text{on } M \setminus S.$$ (5.2)

We will see later in Section 5.3 that $\omega_{\text{KE}}$ is unique under some suitable conditions. Note that if $K_M$ is not ample, then $\omega_{\text{KE}}$ cannot extend to be a smooth Kähler metric on $M$, and we call $\omega_{\text{KE}}$ a singular Kähler-Einstein metric. The first proof of Theorem 5.1 appeared in the work of Tsuji [121]. Later, Tian-Zhang [116] extended this result (see Section 5.4 below) and clarified some parts of Tsuji’s proof. Our exposition will for the most part follow [116].

From part (i) of Theorem 1.12 we see that under the assumptions of Theorem 5.1, the cohomology class $[\omega_0] - t c_1(M)$ is Kähler for all $t \geq 0$ and hence by Theorem 3.1, the (unnormalized) Kähler-Ricci flow has a smooth solution $\omega(t)$ for all time $t$. Rescaling as in Section 4.1 we obtain a solution of the normalized Kähler-Ricci flow (5.1) for all time. This establishes part (i) of Theorem 5.1. Observe that in fact we only need $K_M$ to be nef to obtain a solution to the Kähler-Ricci flow for all time.

It is straightforward to calculate the Kähler class of the evolving metric along the flow. Indeed, $[\omega(t)]$ evolves according to the ordinary differential equation

$$\frac{d}{dt} [\omega(t)] = -c_1(M) - [\omega], \quad [\omega(0)] = [\omega_0],$$ (5.3)

and this has a solution

$$[\omega(t)] = -(1 - e^{-t}) c_1(M) + e^{-t} [\omega_0].$$ (5.4)
This shows that, in particular, $[\omega(t)] \to -c_1(M)$ as $t \to \infty$.

We now rewrite (5.1) as a parabolic complex Monge-Ampère equation. First, from the Base Point Free Theorem (part (ii) of Theorem 1.12), $K_M$ is semi-ample. Hence there exists a smooth closed nonnegative $(1,1)$-form $\hat{\omega}_\infty$ on $M$ with $[\hat{\omega}_\infty] = -c_1(M)$. Indeed, we may take $\hat{\omega}_\infty = \frac{1}{m} \Phi^* \omega_{\text{FS}}$ where $\Phi : M \to \mathbb{P}^N$ is a holomorphic map defined by holomorphic sections of $K^m_M$ for $m$ large and $\omega_{\text{FS}}$ is the Fubini-Study metric (see Section 1.7).

Define reference metrics in $[\omega(t)]$ by

$$\hat{\omega}_t = e^{-t} \omega_0 + (1 - e^{-t}) \hat{\omega}_\infty, \quad \text{for } t \in [0, \infty). \quad (5.5)$$

Let $\Omega$ be the smooth volume form on $M$ satisfying

$$\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \Omega = \hat{\omega}_\infty \in -c_1(M), \quad \int_M \Omega = \int_M \omega^n_0. \quad (5.6)$$

We then consider the parabolic complex Monge-Ampère equation

$$\frac{\partial \varphi}{\partial t} = \log \left( \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi \right)^n - \varphi, \quad \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi > 0, \quad \varphi|_{t=0} = 0, \quad (5.7)$$

which is equivalent to (5.1). Hence a solution to (5.7) exists for all time.

### 5.2 Estimates

In this section we prove the estimates needed for the second part of Theorem 5.1. Assume that $\varphi = \varphi(t)$ solves (5.7). We have:

**Lemma 5.2** There exists a uniform constants $C$ and $t' > 0$ such that on $M$,

(i) $\varphi(t) \leq C$ for $t \geq 0$.

(ii) $\dot{\varphi}(t) \leq C e^{-t}$ for $t \geq t'$. In particular, $\dot{\varphi}(t) \leq C$ for $t \geq 0$.

(iii) $\omega^n(t) \leq C \Omega$ for $t \geq 0$.

**Proof** Part (i) follows immediately from the maximum principle. Indeed if $\varphi$ achieves a maximum at a point $(x_0, t_0)$ with $t_0 > 0$ then, directly from (5.7),

$$0 \leq \frac{\partial \varphi}{\partial t} \leq \log \frac{\hat{\omega}^n_t}{\Omega} - \varphi \quad \text{at } (x_0, t_0), \quad (5.8)$$

and hence $\varphi \leq \log(\hat{\omega}^n_t/\Omega) \leq C$.

Part (ii) is a result of [116]. Compute

$$\left( \frac{\partial}{\partial t} - \Delta \right) \varphi = \dot{\varphi} - n + \text{tr}_\omega \hat{\omega}_t \quad (5.9)$$

$$\left( \frac{\partial}{\partial t} - \Delta \right) \dot{\varphi} = -e^{-t} \text{tr}_\omega (\omega_0 - \hat{\omega}_\infty) - \dot{\varphi}, \quad (5.10)$$
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using the fact that \( \frac{\partial}{\partial t} \hat{\omega}_t = -e^{-t}(\omega_0 - \hat{\omega}_\infty) \). Hence
\[
\left( \frac{\partial}{\partial t} - \Delta \right) (e^t \dot{\varphi}) = -\text{tr}_{\omega} (\omega_0 - \hat{\omega}_\infty) \tag{5.11}
\]
\[
\left( \frac{\partial}{\partial t} - \Delta \right) (\dot{\varphi} + \varphi + nt) = \text{tr}_{\omega} \hat{\omega}_\infty. \tag{5.12}
\]
Subtracting (5.12) from (5.11) gives
\[
\left( \frac{\partial}{\partial t} - \Delta \right) ((e^t - 1) \dot{\varphi} - \varphi - nt) = -\text{tr}_{\omega} \omega_0 < 0, \tag{5.13}
\]
which implies that the maximum of \((e^t - 1) \dot{\varphi} - \varphi - nt\) is decreasing in time, giving
\[
(e^t - 1) \dot{\varphi} - \varphi - nt \leq 0. \tag{5.14}
\]
This establishes (ii). Part (iii) follows from Corollary 2.3 (or using (i) and (ii) and the fact that \( \omega^n/\Omega = e^{\dot{\varphi} + \varphi} \)).

We now prove lower bounds for \( \varphi \) and \( \dot{\varphi} \) away from a subvariety. To do this we need to use Tsuji’s trick of applying Kodaira’s Lemma (part (iii) of Theorem 1.12).

Since \( K_M \) is big and nef, there exists an effective divisor \( E \) on \( M \) with \( K_M - \delta [E] > 0 \) for some sufficiently small \( \delta > 0 \). Since \( \hat{\omega}_\infty \) lies in the cohomology class \( c_1(K_M) \) it follows that for any Hermitian metric \( h \) of \([E]\) the cohomology class of \( \hat{\omega}_\infty - \delta R_h \) is Kähler. Then by the \( \partial \bar{\partial} \)-Lemma we may pick a Hermitian metric \( h \) on \([E]\) such that
\[
\hat{\omega}_\infty - \delta R_h \geq c_\omega_0, \tag{5.15}
\]
for some constant \( c > 0 \). Moreover, if we pick any \( \varepsilon \in (0, \delta] \) we have
\[
\hat{\omega}_\infty - \varepsilon R_h \geq c_\varepsilon \omega_0, \tag{5.16}
\]
for \( c_\varepsilon = c\varepsilon/\delta > 0 \). Indeed, since \( \hat{\omega}_\infty \) is semi-positive,
\[
\hat{\omega}_\infty - \varepsilon R_h = \frac{\varepsilon}{\delta} (\hat{\omega}_\infty - \delta R_h) + (1 - \frac{\varepsilon}{\delta}) \hat{\omega}_\infty \geq \frac{\varepsilon}{\delta} (\hat{\omega}_\infty - \delta R_h) \geq \frac{c\varepsilon}{\delta} \omega_0. \tag{5.17}
\]
Now fix a holomorphic section \( \sigma \) of \([E]\) which vanishes to order 1 along the divisor \( E \). It follows that
\[
\hat{\omega}_\infty + \varepsilon \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log |\sigma|^2_h \geq c_\varepsilon \omega_0, \quad \text{on} \ M \setminus E, \tag{5.18}
\]
since \( \partial \bar{\partial} \log |\sigma|^2_h = \partial \bar{\partial} \log h \) away from \( E \). Note that here (and henceforth) we are writing \( E \) for the support of the divisor \( E \).

We can then prove:

**Lemma 5.3** With the notation above, for every \( \varepsilon \in (0, \delta] \) there exists a constant \( C_\varepsilon > 0 \) such that on \((M \setminus E) \times [0, \infty), \)

(i) \( \varphi \geq \varepsilon \log |\sigma|^2_h - C_\varepsilon \).
(ii) $\varphi \geq \varepsilon \log |\sigma|^2 - C_\varepsilon$.

(iii) $\omega^n \geq \frac{1}{C_\varepsilon} |\sigma|^2 \Omega$.

**Proof** It suffices to prove the estimate

$$
\varphi + \dot{\varphi} \geq \varepsilon \log |\sigma|^2 - C_\varepsilon, \quad \text{on } M \setminus E,
$$

(5.19)

where we write $C_\varepsilon$ for a constant that depends only on $\varepsilon$ and the fixed data. Indeed this inequality immediately implies (iii). The estimates (i) and (ii) follow from (5.19) together with the upper bounds of $\dot{\varphi}$ and $\varphi$ given by Lemma 5.2.

To establish (5.19), we will bound from below the quantity $Q$ defined by

$$
Q = \dot{\varphi} + \varphi - \varepsilon \log |\sigma|^2 = \log \frac{\omega^n}{|\sigma|^2 \Omega}, \quad \text{on } M \setminus E.
$$

(5.20)

Observe that for any fixed time $t$, $Q(x, t) \to \infty$ as $x$ approaches $E$. Hence for each time $t$, $Q$ attains a minimum (in space) in the interior of the set $M \setminus E$. Now from (5.12) we have

$$
\left( \frac{\partial}{\partial t} - \Delta \right) (\dot{\varphi} + \varphi) = \text{tr}_\omega \dot{\omega}_\infty - n.
$$

(5.21)

Using this we compute on $M \setminus E$,

$$
\left( \frac{\partial}{\partial t} - \Delta \right) Q = \text{tr}_\omega \dot{\omega}_\infty - n + \varepsilon \text{tr}_\omega \left( \frac{\sqrt{-1}}{2\pi} \overline{\partial} \partial \log |\sigma|^2 \right)

= \text{tr}_\omega \left( \dot{\omega}_\infty + \varepsilon \frac{\sqrt{-1}}{2\pi} \overline{\partial} \partial \log |\sigma|^2 \right) - n

\geq c_\varepsilon \text{tr}_\omega \omega_0 - n,
$$

(5.22)

which gives a uniform lower bound for the volume form $\omega^n(x_0, t_0)$. Hence

$$
Q(x_0, t_0) = \log \frac{\omega^n}{|\sigma|^2 \Omega}(x_0, t_0) \geq -C_\varepsilon,
$$

(5.27)

and since $Q$ is bounded below at time $t = 0$ we obtain the desired lower bound for $Q$.  □
Next we prove estimates for $g(t)$ away from a divisor. First, we from now on fix an $\varepsilon$ in $(0, \delta]$ sufficiently small so that $\omega_0 + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h$ is Kähler. We will need the following lemma.

**Lemma 5.4** For the $\varepsilon > 0$ fixed as above, the metrics $\hat{\omega}_{t, \varepsilon}$ defined by

$$\hat{\omega}_{t, \varepsilon} := \omega_t + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h = \omega_{\infty} + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h + e^{-t}(\omega_0 - \omega_{\infty}).$$

(5.28)
give a smooth family of Kähler metrics for $t \in [0, \infty)$. Moreover there exists a constant $C > 0$ such that for all $t$,

$$\frac{1}{C} \omega_0 \leq \hat{\omega}_{t, \varepsilon} \leq C \omega_0.$$  

(5.29)

**Proof** From (5.18) we see that $\omega_{\infty} + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h$ is Kähler. Hence we may choose $T_0 > 0$ sufficiently large so that, for $C > 0$ large enough,

$$\frac{1}{C} \omega_0 \leq \omega_{\infty} + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h + e^{-t}(\omega_0 - \omega_{\infty}) \leq C \omega_0,$$

(5.30)

for all $t > T_0$. It remains to check that $\hat{\omega}_{t, \varepsilon}$ is Kähler for $t \in [0, T_0]$. But for $t \in [0, T_0]$,

$$\hat{\omega}_{t, \varepsilon} = (1 - e^{-t}) \left( \omega_{\infty} + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h \right) + e^{-t} \left( \omega_0 + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h \right) > e^{-T_0} \left( \omega_0 + \varepsilon \frac{1}{2\pi} \partial\bar{\partial} \log h \right) > 0,$$

(5.31)

by definition of $\varepsilon$. \hfill \Box

We can now prove bounds for the evolving metric:

**Lemma 5.5** There exist uniform constants $C$ and $\alpha$ such that on $(M \setminus E) \times [0, \infty)$,

$$\text{tr}_{\omega_0} \omega \leq \frac{C}{|\sigma|^2 \omega_0}.$$  

(5.32)

Hence there exist uniform constants $C' > 0$ and $\alpha'$ such that on $(M \setminus E) \times [0, \infty)$,

$$\frac{|\sigma|^{2\alpha'}}{C'} \omega_0 \leq \omega(t) \leq \frac{C'}{|\sigma|^{2\alpha'} \omega_0}.$$  

(5.33)

**Proof** Define a quantity $Q$ on $M \setminus E$ by

$$Q = \log \text{tr}_{\omega_0} \omega - A \left( \varphi - \varepsilon \log |\sigma|^2 \right),$$

(5.34)

for $A$ a sufficiently large constant to be determined later. For any fixed time $t$, $Q(x, t) \to -\infty$ as $x$ approaches $E$. Then compute using Proposition 2.5,

$$\left( \frac{\partial}{\partial t} - \Delta \right) Q \leq C_0 \text{tr}_{\omega_0} \omega_0 - A \varphi + A \Delta \left( \varphi - \varepsilon \log |\sigma|^2 \right).$$  

(5.35)
Now at any point of $M \setminus E$,\[
\Delta (\varphi - \varepsilon \log |\sigma|^2_h) = \text{tr}_\omega \left( \omega - \omega_t - \varepsilon \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial} \log |\sigma|^2_h \right) = n - \text{tr}_\omega \hat{\omega}_{t,\varepsilon}. \tag{5.36}
\]
Applying Lemma 5.4, we may choose $A$ sufficiently large so that $A \hat{\omega}_{t,\varepsilon} \geq (C_0 + 1)\omega_0$ and hence\[
\left( \frac{\partial}{\partial t} - \Delta \right) Q \leq -\text{tr}_\omega \omega_0 - A \left( \log \frac{\omega^n}{\Omega} - \varphi \right) + An \leq -\text{tr}_\omega \omega_0 - A \log \frac{\omega^n}{\omega_0^0} + C, \tag{5.37}
\]
where we have used the upper bound on $\varphi$ from Lemma 5.2.

Working in a compact time interval $[0, t']$ say, suppose that $Q$ achieves a maximum at $(x_0, t_0)$ with $x_0$ in $M$ and $t_0 > 0$. Then at $(x_0, t_0)$ we have\[
\text{tr}_\omega \omega_0 + A \log \frac{\omega^n}{\omega_0^0} \leq C. \tag{5.38}
\]
By the same argument as in the proof of Lemma 3.4 we see that $(\text{tr}_\omega \omega_0)(x_0, t_0) \leq C$.

Then for any $(x, t) \in (M \setminus E) \times [0, t']$ we have\[
Q(x, t) = (\log \text{tr}_\omega \omega)(x, t) - A \left( \varphi - \varepsilon \log |\sigma|^2_h \right)(x, t) \leq \log C - A \left( \varphi - \varepsilon \log |\sigma|^2_h \right)(x_0, t_0) \leq C', \tag{5.39}
\]
where for the last line we used part (i) of Lemma 5.3. Since $t'$ is arbitrary, we have on $(M \setminus E) \times [0, \infty)$,\[
\log \text{tr}_\omega \omega \leq C + A \left( \varphi - \varepsilon \log |\sigma|^2_h \right). \tag{5.40}
\]
Since $\varphi$ is bounded from above we obtain (5.32) after exponentiating.

For (5.33), combine (5.32) with part (iii) of Lemma 5.3. $\square$

We now wish to obtain higher order estimates on compact subsets of $M \setminus E$:

**Lemma 5.6** For $m = 0, 1, 2, \ldots$, there exist uniform constants $C_m$ and $\alpha_m$ such that on $(M \setminus E) \times [0, \infty)$,\[
S \leq \frac{C_0}{|\sigma|^{2\alpha_0}}, \quad |\nabla^m Rm(g)| \leq \frac{C_m}{|\sigma|^{2\alpha_m}}, \tag{5.41}
\]
where we are using the notation of Sections 2.5 and 2.6.

**Proof** We prove only the bound on $S$ and leave the bounds on curvature and its derivatives as an exercise to the reader. We will follow quite closely an argument given in [107]. From Proposition 2.8 and (5.33),\[
\left( \frac{\partial}{\partial t} - \Delta \right) S = -|\nabla \Psi|^2 - |\nabla \Psi|^2 + |\Psi|^2 - 2\text{Re} \left( g^{ij} g^{pq} g^{k\ell} \nabla^k \hat{R}_{ijpq} \Psi_{\ell} \Psi_j \right) \tag{5.42}
\]
\[
\leq -|\nabla \Psi|^2 - |\nabla \Psi|^2 + S + C |\sigma|^K \sqrt{S}, \tag{5.43}
\]

53
for a uniform constant $K$. We have

$$|\partial S| \leq \sqrt{S}(|\nabla \Psi| + |\nabla \Psi|).$$

(5.44)

Moreover,

$$|\partial|^{4K}_h| \leq C|\sigma|^{3K}_h$$

and

$$|\Delta|^{4K}_h| \leq C|\sigma|^{3K}_h,$$

(5.45)

where we are increasing $K$ if necessary. Then

$$(\frac{\partial}{\partial t} - \Delta) \left( |\sigma|^{4K}_h S \right) = |\sigma|^{4K}_h \left( \frac{\partial}{\partial t} - \Delta \right) S - 2\text{Re}(g^{ji}_7 \partial_i |\sigma|^{4K}_h \partial_j S) - (|\sigma|^{4K}_h) S$$

$$\leq -|\sigma|^{4K}_h (|\nabla \Psi|^2 + |\nabla \Psi|^2) + C|\sigma|^{3K}_h \sqrt{S}(|\nabla \Psi| + |\nabla \Psi|)$$

$$+ C|\sigma|^{2K}_h S + C$$

$$\leq C(1 + |\sigma|^{2K}_h S).$$

(5.46)

But from Proposition 2.4 and (5.33)

$$(\frac{\partial}{\partial t} - \Delta) \text{tr}_{n_0} \omega = -\text{tr}_{n_0} \omega - g^{7i} R(g_0) \frac{\partial}{\partial t} q + g^{7i} g^{7j} \nabla_{0i} g_{pq} \nabla_{0j} g_{ij}$$

$$\leq C|\sigma|^{3K}_h - \frac{1}{C} |\sigma|^{K}_h S - \frac{1}{2} g^{7i} g^{7j} \nabla_{0i} g_{pq} \nabla_{0j} g_{ij},$$

(5.47)

where $\nabla^0$ denotes the covariant derivative with respect to $g_0$. We may assume that $K$ is large enough so that $|(\Delta |\sigma|^{K}_h )\text{tr}_{n_0} \omega| \leq C$. Then

$$(\frac{\partial}{\partial t} - \Delta) \left( |\sigma|^{K}_h \text{tr}_{n_0} \omega \right) \leq -\frac{1}{C} |\sigma|^{2K}_h S + C - 2\text{Re}(g^{7i} \partial_i |\sigma|^{K}_h \partial_j \text{tr}_{n_0} \omega)$$

$$- \frac{1}{2} |\sigma|^{K}_h g^{7i} g^{7j} \nabla_{0i} g_{pq} \nabla_{0j} g_{ij}$$

$$\leq -\frac{1}{C} |\sigma|^{2K}_h S + C,$$

(5.48)

where for the last line we have used:

$$|2\text{Re}(g^{7i} \partial_i |\sigma|^{K}_h \partial_j \text{tr}_{n_0} \omega)| \leq C + \frac{1}{C} |\partial |\sigma|^{K}_h |^2 |\partial \text{tr}_{n_0} \omega|^2$$

$$\leq C + \frac{1}{2} |\sigma|^{K}_h g^{7i} g^{7j} \nabla_{0i} g_{pq} \nabla_{0j} g_{ij},$$

(5.49)

(5.50)

which follows from (2.19), increasing $K$ if necessary.

Now define $Q = |\sigma|^{K}_h S + A|\sigma|^{K}_h \text{tr}_{n_0} \omega$ for a constant $A$. Combining (5.46) and (5.48) we see that for $A$ sufficiently large,

$$\left( \frac{\partial}{\partial t} - \Delta \right) Q \leq -|\sigma|^{2K}_h S + C,$$

(5.51)

and then $Q$ is bounded from above by the maximum principle. The bound on $S$ then follows. \qed
As a consequence:

**Lemma 5.7** \( \varphi \equiv \varphi(t) \) and \( \omega = \omega(t) \) are uniformly bounded in \( C^\infty_{\text{loc}}(M \setminus E) \).

**Proof** Applying Theorem 2.15 gives the \( C^\infty_{\text{loc}}(M \setminus E) \) bounds for \( \omega \). Since by Lemmas 5.2 and 5.3, \( \varphi \) is uniformly bounded (in \( C^0 \)) on compact subsets of \( M \setminus E \), the \( C^\infty_{\text{loc}}(M \setminus E) \) bounds on \( \varphi \) follow from those on \( \omega \).

### 5.3 Convergence of the flow and uniqueness of the limit

We now complete the proof of Theorem 5.1. From part (ii) of Lemma 5.2 we have \( \dot{\varphi} \leq C t e^{-t} \) for \( t \geq t' \). Hence for \( t \geq t' \),

\[
\frac{\partial}{\partial t} \left( \varphi + C e^{-t}(t + 1) \right) \leq 0. \tag{5.52}
\]

On the other hand, from Lemma 5.3, the quantity \( \varphi + C e^{-t}(t + 1) \) is uniformly bounded from below on compact subsets of \( M \setminus E \). Hence \( \varphi(t) \) converges pointwise to a function \( \varphi_\infty \). Since we have \( C^\infty_{\text{loc}}(M \setminus E) \) estimates for \( \varphi(t) \) this implies, by a similar argument to that given in the proof of Theorem 4.1, that \( \varphi \) converges to \( \varphi_\infty \) in \( C^\infty_{\text{loc}}(M \setminus E) \).

In particular, \( \varphi_\infty \) is smooth on \( M \setminus E \). Define \( \omega_\infty = \hat{\omega}_\infty + \sqrt{\frac{-1}{2\pi}} \partial \bar{\partial} \varphi_\infty \). Then \( \omega_\infty \) is a smooth \( K\ddot{a}hler \) metric on \( M \setminus E \).

Moreover, since \( \varphi(t) \) converges to \( \varphi_\infty \) we must have, for each \( x \in M \setminus E \), \( \dot{\varphi}(x, t_i) \to 0 \) for a sequence of times \( t_i \to \infty \). But since \( \dot{\varphi}(t) \) converges in \( C^\infty_{\text{loc}}(M \setminus E) \) as \( t \to \infty \) we have by uniqueness of limits that \( \dot{\varphi}(t) \) converges to zero in \( C^\infty_{\text{loc}}(M \setminus E) \) as \( t \to \infty \). Taking the limit of (5.7) as \( t \to \infty \) we obtain

\[
\log \frac{\omega^n_\infty}{\Omega} - \varphi_\infty = 0 \tag{5.53}
\]

on \( M \setminus E \) and applying \( \partial \bar{\partial} \) to this equation gives \( \text{Ric}(\omega_\infty) = -\omega_\infty \) on \( M \setminus E \). This completes the proof of Theorem 5.1.

We have now proved the existence of a singular \( K\ddot{a}hler\)-Einstein metric on \( M \). We now prove a uniqueness result. Let \( \Omega, \hat{\omega}_\infty, \sigma \) and \( h \) be as above.

**Theorem 5.8** There exists a unique smooth \( K\ddot{a}hler \) metric \( \omega_{KE} \) on \( M \setminus E \) satisfying

(i) \( \text{Ric}(\omega_{KE}) = -\omega_{KE} \) on \( M \setminus E \).

(ii) There exists a constant \( C \) and for every \( \varepsilon > 0 \) a constant \( C_\varepsilon > 0 \) with

\[
\frac{1}{C_\varepsilon} |\sigma|^2 \Omega \leq \omega^n_{KE} \leq C_\varepsilon \Omega, \quad \text{on } M \setminus E. \tag{5.54}
\]

Note that although it may appear that condition (ii) depends on the choices of \( \Omega, \sigma \) and \( h \), in fact it is easy to see it does not.
Proof of Theorem 5.8 The existence part follows immediately from Theorem 5.1, Lemma 5.2 and Lemma 5.3, so it remains to prove uniqueness. Suppose $ω_{KE}$ and $\tilde{ω}_{KE}$ are two solutions and define functions $ψ$ and $\tilde{ψ}$ on $M \setminus E$ by

$$ψ = \log \frac{ω_{KE}^n}{Ω} \quad \text{and} \quad \tilde{ψ} = \log \frac{\tilde{ω}_{KE}^n}{Ω},$$

with $Ω$ as in (5.6). Then we have

$$ω_{KE} = -\text{Ric}(ω_{KE}) = \omega_∞ + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} ψ, \quad \tilde{ω}_{KE} = -\text{Ric}(\tilde{ω}_{KE}) = \tilde{ω}_∞ + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \tilde{ψ}. \tag{5.56}$$

Hence it suffices to show that $ψ = \tilde{ψ}$. By symmetry it is enough to show $ψ ≥ \tilde{ψ}$.

For any $ε > 0$ and $δ > 0$ sufficiently small, define

$$H = ψ - (1 - δ)\tilde{ψ} - δε \log |σ|^2_h. \tag{5.57}$$

From the condition (5.54), $\tilde{ψ}$ is bounded from above and $ψ ≥ ε' \log |σ|^2_h - C'$ for any $ε' > 0$. Taking $ε' = εδ/2$ we see that

$$H ≥ -\frac{εδ}{2} \log |σ|^2_h - C' - C, \tag{5.58}$$

and hence $H$ is bounded from below by a constant depending on $ε$ and $δ$ and tends to infinity on $E$. Hence $H$ achieves a minimum at a point $x_0 \in M \setminus E$.

On the other hand, we have

$$\log \frac{ω_{KE}^n}{\tilde{ω}_{KE}^n} = ψ - \tilde{ψ}, \tag{5.59}$$

which using (5.6) we can rewrite as

$$\log \left(\frac{\tilde{ω}_∞ + (1 - δ)\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \tilde{ψ} - δε R_h + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} H}{\tilde{ω}_{KE}^n}\right)^n = ψ - \tilde{ψ}. \tag{5.60}$$

Since $δ\tilde{ω}_∞ - δε R_h$ is Kähler for $ε$ sufficiently small, we obtain

$$ψ - \tilde{ψ} ≥ \log \frac{(1 - δ)^n \left( \frac{\tilde{ω}_{KE} + \frac{\sqrt{-1}}{2\pi} \partial \bar{∂} \left( \frac{H}{1 - δ} \right) }{\tilde{ω}_{KE}^n} \right)^n}{ω_{KE}^n}. \tag{5.61}$$

Hence at the point $x_0$ at which $H$ achieves a minimum we have

$$ψ - \tilde{ψ} ≥ n \log (1 - δ), \tag{5.62}$$

and so, using the inequality $\tilde{ψ} ≥ ε \log |σ|^2_h - C$, we obtain

$$H(x_0) ≥ δ\tilde{ψ}(x_0) + n \log (1 - δ) - δε \log |σ|^2_h(x_0) ≥ -δC + n \log (1 - δ). \tag{5.63}$$

For any $ε > 0$ we may choose $δ = δ(ε)$ sufficiently small so that $δC < ε/2$ and $n \log (1 - δ) ≥ -ε/2$, giving $H(x_0) ≥ -ε$ and hence $H ≥ -ε$ on $M \setminus E$. It follows that on $M \setminus E$,

$$ψ ≥ (1 - δ)\tilde{ψ} + δε \log |σ|^2_h - ε. \tag{5.64}$$

Letting $ε → 0$ (so that $δ → 0$ too) gives $ψ ≥ \tilde{ψ}$ as required. □
5.4 Further estimates using pluripotential theory

In this section we will show how results from pluripotential theory can be used to improve on the estimates given in the proof of Theorem 5.1.

The following a priori estimate, extending Yau’s zeroth order estimate, was proved by Eyssidieux-Guedj-Zeriahi [43]. A slightly weaker version of this result, which would also suffice for our purposes, was proved independently by Zhang [127].

**Theorem 5.9** Let $M$ be a compact Kähler manifold and $\omega$ a closed smooth semi-positive (1,1)-form with $\int_M \omega^n > 0$. Let $f$ be a smooth nonnegative function. Fix $p > 1$. Then if $\varphi$ is a smooth function with $\omega + \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\varphi \geq 0$ solving the complex Monge-Ampère equation

$$(\omega + \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\varphi)^n = f\omega^n,$$

then there exists a constant $C$ depending only on $M, \omega$ and $\|f\|_{L^p(M,\omega)}$ such that

$$\text{osc}_M \varphi \leq C.$$  \hfill (5.66)

The differences between this result and Theorem 4.6 are that here $\omega$ is only required to be semi-positive and the estimate on $\varphi$ depends only on the $L^p$ bound of the right hand side of the equation. We remark that we have not stated the result in the sharpest possible way. The conditions that $\varphi$ and $f$ are smooth can be relaxed to $\varphi$ being bounded with $\omega + \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\varphi \geq 0$ and $f$ being in $L^p$. We have ignored this to avoid technicalities such as defining the Monge-Ampère operator in this more general setting. We omit the proof of this theorem since it goes beyond the scope of these notes. The theorem is a generalization of a seminal work of Kołodziej [64]. For a further generalization, see [9].

We will apply Theorem 5.9 to show that the solution $\varphi = \varphi(t)$ of the parabolic complex Monge-Ampère equation (5.7) is uniformly bounded, a result first established by Tian-Zhang [116]. Moreover, we can in addition obtain a bound on $\dot{\varphi}$ [128].

**Proposition 5.10** There exists a uniform $C$ such that under the assumptions of Theorem 5.1, $\varphi$ solving (5.7) satisfies for $t \in [0,\infty)$,

$$\|\varphi\|_{C^0} \leq C \quad \text{and} \quad \|\dot{\varphi}\|_{C^0} \leq C.$$

Hence there exists a uniform constant $C' > 0$ such that for $t \in [0,\infty)$,

$$\frac{1}{C'} \Omega \leq \omega^n \leq C' \Omega.$$  \hfill (5.68)

**Proof** First observe that

$$(\hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial\bar{\partial}\varphi)^n = f\hat{\omega}_t^n, \quad \text{for} \quad f = e^{\varphi + \varphi} \frac{\Omega}{\hat{\omega}_t^n} \geq 0.$$  \hfill (5.69)

From the definition of $\hat{\omega}_t$ and Lemma 5.2 we see that $f$ is uniformly bounded from above, and hence bounded in $L^p$ for any $p$. Applying Theorem 5.9 we see that osc$M \varphi \leq C$ for some uniform constant.
For the bound on $\varphi$, it only remains to check that there exists a constant $C'$ such that for each time $t$ there exists $x \in M$ with $|\varphi(x)| \leq C'$. From Lemma 5.2 we have an upper bound for $\varphi(x)$ for all $x \in M$. For the lower bound, observe that

$$\int_M e^{\dot{\varphi} + \varphi} \Omega = \int_M (\dot{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi)^n = \int_M \dot{\omega}_t^n \geq c,$$

for some uniform constant $c > 0$. It follows that at each time $t$ there exists $x \in M$ with $e^{\dot{\varphi}(x)+\varphi(x)} \geq c/\int_M \Omega$. Since $\dot{\varphi}$ is uniformly bounded from above by Lemma 5.2 this gives $\varphi(x) \geq -C$ for that $x$, as required.

For the bound on $\dot{\varphi}$ we use an argument due to Zhang [128]. From (5.7) and Theorem 2.2,

$$\frac{\partial}{\partial t} (\dot{\varphi} + \varphi) = \frac{\partial}{\partial t} \left( \log \frac{\omega^n}{\Omega} \right) = -R - n \leq C_0 e^{-t}$$

for a uniform constant $C_0$. We may suppose that $\|\varphi\|_C \leq C_0$ for the same constant $C_0 > 0$. We claim that $\dot{\varphi} > -4C_0$. Suppose not. Then there exists a point $(x_0, t_0)$ with $\dot{\varphi}(x_0, t_0) \leq -4C_0$. Using (5.71) we have for any $t > t_0$,

$$(\dot{\varphi} + \varphi)(x_0, t) - (\dot{\varphi} + \varphi)(x_0, t_0) \leq C_0 \int_{t_0}^t e^{-s} ds = C_0 (e^{-t_0} - e^{-t}).$$

Hence for $t > t_0$,

$$\dot{\varphi}(x_0, t) \leq (\dot{\varphi} + \varphi)(x_0, t_0) + C_0 e^{-t_0} - \varphi(x_0, t) \leq -C_0,$$

using the fact that $\dot{\varphi}(x_0, t_0) \leq -4C_0$. This is a contradiction since $\varphi(x_0, t)$ is uniformly bounded as $t \to \infty$.

An immediate consequence is:

**Corollary 5.11** The singular Kähler-Einstein metric $\omega_{KE}$ constructed in Theorem 5.1 satisfies

$$\frac{1}{C} \Omega \leq \omega_{KE}^n \leq C \Omega \quad \text{on } M \setminus E,$$

for some $C > 0$.

As another application of Proposition 5.10, we use the estimate on $\varphi$ together with the parabolic Schwarz lemma to obtain a lower bound on the metric $\omega$.

**Lemma 5.12** Under the assumptions of Theorem 5.1, there exists a uniform constant $C$ such that

$$\omega \geq \frac{1}{C} \hat{\omega}_{\infty}, \quad \text{on } M \times [0, \infty).$$

**Proof** Recall that $\hat{\omega}_{\infty} = \frac{1}{m} \Phi^* \omega_{FS}$ where $\Phi : M \to \mathbb{P}^N$ is a holomorphic map and $\omega_{FS}$ is the Fubini-Study metric on $\mathbb{P}^N$. We can then directly apply Theorem 2.6 to obtain

$$\left( \frac{\partial}{\partial t} - \Delta \right) \log \text{tr}_\omega \hat{\omega}_{\infty} \leq C' \text{tr}_\omega \hat{\omega}_{\infty} + 1,$$
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for $C'$ an upper bound for the bisectional curvature of $\omega_{FS}$. Define $Q = \log tr_{\omega} \hat{\omega}_{\infty} - A\varphi$ for $A$ to be determined later. Compute, using Proposition 5.10,

$$
\left( \frac{\partial}{\partial t} - \Delta \right) Q \leq C' tr_{\omega} \hat{\omega}_{\infty} - A\dot{\varphi} + An - Atr_{\omega} \hat{\omega}_t + 1 \\
\leq -tr_{\omega} \hat{\omega}_{\infty} + C,
$$

where we have chosen $A$ to be sufficiently large so that $A\hat{\omega}_t \geq (C' + 1)\hat{\omega}_{\infty}$. It follows from the maximum principle that $Q$ and hence $tr_{\omega} \hat{\omega}_{\infty}$ is uniformly bounded from above and this completes the proof of the lemma.

Observe that Lemma 5.12 together with the volume upper bound from Lemma 5.2 show that the metric $\omega(t)$ is uniformly bounded above and below on compact subsets of $M \setminus S$, for $S$ the set of points where $\hat{\omega}_{\infty}$ is degenerate. Thus we can obtain an alternative proof of Theorem 5.1 which avoids the use of Lemma 5.3 and Lemma 5.5.

Finally we mention that Zhang [128] also proved a uniform bound for the scalar curvature of the evolving metric in this setting.
6 The Kähler-Ricci flow on a product elliptic surface

In this section we investigate collapsing along the Kähler-Ricci flow. We study this behavior in the simple case of a product of two Riemann surfaces.

6.1 Elliptic surfaces and the Kähler-Ricci flow

Let $M$ now have complex dimension two. An elliptic curve $E$ is a compact Riemann surface with $c_1(E) = 0$ (by the Gauss-Bonnet formula this is equivalent to having genus equal to 1). We say that $M$ is an elliptic surface if there exists a surjective holomorphic map $\pi : M \to S$ onto a Riemann surface $S$ such that the fiber $\pi^{-1}(s)$ is an elliptic curve for all but finitely many $s \in S$. In particular, the product of an elliptic curve and any Riemann surface is an elliptic surface, which we will call a product elliptic surface.

In [102], the Kähler-Ricci flow was studied on a general minimal elliptic surface (see Section 8 for a definition of minimal). In this case there are finitely many singular fibers of the map $\pi$. It was shown that the Kähler-Ricci flow converges in $C^{1+\beta}$ for any $\beta \in (0, 1)$ at the level of potentials away from the singular fibers, and also converges on $M$ in the sense of currents, to a generalized Kähler-Einstein metric on the base $S$. A higher dimensional analogue was given in [103].

Here we study the behavior of the Kähler-Ricci flow in the more elementary case of a product elliptic surface $M = E \times S$, where $E$ is an elliptic curve and $S$ is a Riemann surface with $c_1(S) < 0$ (genus greater than 1). Because of the simpler structure of the manifold, we can obtain stronger estimates than in [102].

By the uniformization theorem for Riemann surfaces (or the results of Section 4), $S$ and $E$ admit Kähler metrics of constant curvature which are unique up to scaling. Hence we can define Kähler metrics $\omega_S$ on $S$ and $\omega_E$ on $E$ by

$$\text{Ric}(\omega_S) = -\omega_S, \quad \text{Ric}(\omega_E) = 0, \quad \int_E \omega_E = 1. \quad (6.1)$$

Denote by $\pi_S$ and $\pi_E$ the projection maps $\pi_S : M \to S$ and $\pi_E : M \to E$.

As in the case of the previous section we consider the normalized Kähler-Ricci flow

$$\frac{\partial}{\partial t} \omega = -\text{Ric}(\omega) - \omega, \quad \omega|_{t=0} = \omega_0, \quad (6.2)$$

The first Chern class of $M$ is given by $c_1(M) = -[\pi^*\omega_S]$, which can be seen from the equation

$$\text{Ric}(\pi_S^*\omega_S + \pi_E^*\omega_E) = -\pi_S^*\omega_S. \quad (6.3)$$

Since $\pi^*\omega_S$ is a nonnegative $(1,1)$ form on $M$, it follows from Theorem 3.1 that a solution to (6.2) exists for all time for any initial Kähler metric $\omega_0$.

As a simple example, first consider the case when the initial metric $\omega_0$ splits as a product. Suppose $\omega_0 = \pi_E^*\omega_E^0 + \pi_S^*\omega_S^0$, where $\omega_E^0$ and $\omega_S^0$ are smooth metrics on $E$ and $S$ respectively. Then the Kähler-Ricci flow splits into the Kähler-Ricci flows on $E$ and $S$, with $\omega(t) = \pi_E^*\omega_{E,t} + \pi_S^*\omega_{S,t}$ where $\omega_{E,t}$ and $\omega_{S,t}$ solve the Kähler-Ricci flow on $E$ and $S$ respectively. Since $c_1(E) = 0$ and $c_1(S) < 0$ we can apply the results of Section 4 to see that $\omega_{E,t}$ converges in $C^\infty$ to 0 (because of the normalization) as $t \to \infty$ and $\omega_{S,t}$ converges...
in $C^\infty$ to $\omega_S$. Hence the solution to the original normalized Kähler-Ricci flow converges in $C^\infty$ to $\pi_S^*\omega_S$.

We now turn back to the general case of a non-product metric. For convenience, here and henceforth we will drop the $\pi_S^*$ and $\pi_E^*$ and write $\omega_S$ and $\omega_E$ for the $(1,1)$-forms pulled back to $M$. We prove:

**Theorem 6.1** Let $\omega(t)$ be the solution of the normalized Kahler-Ricci flow (6.2) on $M = E \times S$ with initial Kahler metric $\omega_0$. Then

1. For any $\beta \in (0,1)$, $\omega(t)$ converges to $\omega_S$ in $C^\beta(M, g_0)$.
2. The curvature tensors of $\omega(t)$ and their derivatives are uniformly bounded along the flow.
3. For any fixed fiber $E = \pi^{-1}_S(s)$, we have
   
   $\|e^t\omega(t)|_E - \omega_{\text{flat}}\|_{C^0(E)} \to 0 \quad \text{as} \quad t \to \infty,$

   where $\omega_{\text{flat}}$ is the Kähler Ricci-flat metric on $E$ with $\int_E \omega_{\text{flat}} = \int_E \omega_0$.

**Remark 6.2** We conjecture that in (i), the convergence in $C^\beta(M)$ can be replaced by $C^\infty(M)$ convergence. Such a result is contained in the work of Gross-Tosatti-Zhang [49] for the case of a family of Ricci-flat metrics. It seems likely that their methods could be extended to cover this case too. It would also be interesting to find a proof of $C^\infty$ convergence using only the maximum principle.

Since the normalized Kähler-Ricci flow exists for all time we can compute, as in (5.3) and (5.4), the evolution of the Kähler class to be

$$[\omega(t)] = e^{-t}[\omega_0] + (1 - e^{-t})[\omega_S].$$

Before proving Theorem 6.1 we will, as in the sections above, reduce (6.2) to a parabolic complex Monge-Ampère equation. Define reference metrics $\hat{\omega}_t \in [\omega(t)]$ by

$$\hat{\omega}_t = e^{-t}\omega_0 + (1 - e^{-t})\omega_S,$$

for $t \in [0, \infty)$.

Define a smooth volume form $\Omega$ on $M$ by

$$\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \Omega = \omega_S \in -c_1(M), \quad \int_M \Omega = 2 \int_M \omega_0 \wedge \omega_S.$$  

In fact, from (6.3) one can see that $\Omega$ is a constant multiple of $\omega_S \wedge \omega_E$. We consider the parabolic complex Monge-Ampère equation

$$\frac{\partial \varphi}{\partial t} = \log \frac{e^t(\hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi)^2}{\Omega} - \varphi, \quad \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi > 0, \quad \varphi|_{t=0} = 0.$$  

As in earlier sections, a solution $\varphi = \varphi(t)$ of (6.8) exists for all time and $\omega = \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi$ solves the normalized Kähler-Ricci flow. Note that we insert the factor of $e^t$ in the equation to ensure that $\varphi$ is uniformly bounded (see Lemma 6.3 below) but of course it does not change the evolution of the metric along the flow.
6.2 Estimates

In this section we establish uniform estimates for the solution \( \varphi = \varphi(t) \) of (6.8), which we know exists for all time.

Lemma 6.3 There exists \( C > 0 \) such that on \( M \times [0, \infty) \),

(i) \(| \varphi | \leq C \).

(ii) \(| \dot{\varphi} | \leq C \).

(iii) \( \frac{1}{C} \hat{\omega}_{t}^{2} \leq \omega^{2} \leq C \hat{\omega}_{t}^{2} \).

Proof For (i), first note that since \( e^{t\hat{\omega}_{t}^{2}} = e^{-t\omega_{0}^{2}} + 2(1 - e^{-t})\omega_{0} \wedge \omega_{S} \) we have

\[
\frac{1}{C} \Omega \leq e^{t\hat{\omega}_{t}^{2}} \leq C \Omega. \tag{6.9}
\]

Hence if \( \varphi \) achieves a maximum at \( (x_{0}, t_{0}) \) with \( t_{0} > 0 \) then at that point,

\[
0 \leq \frac{\partial}{\partial t} \varphi \leq \log e^{t\hat{\omega}_{t}^{2}} \leq \omega_{S} \leq \log C - \varphi, \tag{6.10}
\]

giving \( \varphi \leq \log C \). The lower bound of \( \varphi \) follows similarly.

For (ii) observe that \( \frac{\partial}{\partial t} \omega_{t} = \omega_{S} - \dot{\omega}_{t} \) and hence

\[
\left( \frac{\partial}{\partial t} - \Delta \right) \dot{\varphi} = \text{tr}_{\omega} (\omega_{S} - \dot{\omega}_{t}) + 1 - \dot{\varphi}. \tag{6.11}
\]

By definition of \( \dot{\omega}_{t} \) there exists a uniform constant \( C_{0} > 0 \) such that \( C_{0} \dot{\omega}_{t} \geq \omega_{S} \). For the upper bound of \( \dot{\varphi} \), we apply the maximum principle to \( Q_{1} = \dot{\varphi} - (C_{0} - 1)\varphi \). Compute

\[
\left( \frac{\partial}{\partial t} - \Delta \right) Q_{1} = \text{tr}_{\omega} (\omega_{S} - \dot{\omega}_{t}) + 1 - C_{0} \dot{\varphi} + (C_{0} - 1) \text{tr}_{\omega} (\omega - \dot{\omega}_{t})
\leq 1 - C_{0} \dot{\varphi} + 2(C_{0} - 1), \tag{6.12}
\]

and we see that \( \dot{\varphi} \) is uniformly bounded from above at a point where \( Q_{1} \) achieves a maximum. Since \( \varphi \) is bounded by (i) we obtain the required upper bound of \( \dot{\varphi} \).

For the lower bound of \( \dot{\varphi} \), let \( Q_{2} = \dot{\varphi} + 2\varphi \) and compute

\[
\left( \frac{\partial}{\partial t} - \Delta \right) Q_{2} = \text{tr}_{\omega} (\omega_{S} - \dot{\omega}_{t}) + 1 + \dot{\varphi} - 2 \text{tr}_{\omega} (\omega - \dot{\omega}_{t})
\geq \text{tr}_{\omega} \dot{\omega}_{t} + \dot{\varphi} - 3. \tag{6.13}
\]

Using (6.8), (6.9) and the arithmetic-geometric means inequality, we have at a point \( (x_{0}, t_{0}) \) where \( Q_{2} \) achieves a minimum,

\[
e^{-\left(\dot{\varphi} + \varphi\right)/2} = \left( \frac{\Omega}{e^{-\hat{\omega}_{t}^{2}}} \right)^{1/2} \leq C \left( \frac{\hat{\omega}_{t}^{2}}{\omega_{0}^{2}} \right)^{1/2} \leq \frac{C}{2} \text{tr}_{\omega} \dot{\omega}_{t} \leq C' - \dot{\varphi}. \tag{6.14}
\]

Hence \( \dot{\varphi} \) is uniformly bounded from below at \( (x_{0}, t_{0}) \), giving (ii). Part (iii) follows from (i) and (ii). \( \square \)
Next we estimate $\omega$ in terms of $\tilde{\omega}_t$. It is convenient to define another family of reference metrics $\tilde{\omega}_t$ whose curvature we can control more precisely. Define $\tilde{\omega}_0 = \omega_E + \omega_S$ and

$$\tilde{\omega}_t = e^{-t} \tilde{\omega}_0 + (1 - e^{-t}) \omega_S = \omega_S + e^{-t} \omega_E.$$  \hspace{1cm} (6.15)

Observe that $\tilde{\omega}_t$ and $\hat{\omega}_t$ are uniformly equivalent.

**Lemma 6.4** There exists $C > 0$ such that on $M \times [0, \infty)$,

$$\frac{1}{C} \tilde{\omega}_t \leq \omega \leq C \tilde{\omega}_t$$  \hspace{1cm} (6.16)

**Proof** From part (iii) of Lemma 6.3 it suffices to obtain an upper bound of the quantity $\text{tr}_{\tilde{\omega}_t} \omega$ from above. Compute using the argument of Proposition 2.4,

$$\left( \partial_t - \Delta \right) \text{tr}_{\tilde{\omega}_t} \omega \leq -\text{tr}_{\tilde{\omega}_t} \omega - g^{\tilde{j} \tilde{i}} \tilde{R}_{\tilde{i} \tilde{j}} \tilde{g}_{\tilde{k} \tilde{l}} - g^{\tilde{j} \tilde{i}} g^{\tilde{p} \tilde{q}} g^{\tilde{l} \tilde{k}} \tilde{g}_{\tilde{p} \tilde{q} \tilde{r}} \tilde{g}_{\tilde{k} \tilde{l}} + \left( \frac{\partial}{\partial t} \tilde{g}_{\tilde{i} \tilde{j}} \right) g_{\tilde{i} \tilde{j}},$$  \hspace{1cm} (6.17)

where we are using $\tilde{R}_{\tilde{i} \tilde{j}} \tilde{g}_{\tilde{k} \tilde{l}}$ and $\tilde{\nabla} = \nabla \tilde{g}_{\tilde{i} \tilde{j}}$ to denote the curvature and covariant derivative with respect to $\tilde{g}_{\tilde{i} \tilde{j}}$. Since $\frac{\partial}{\partial t} \tilde{\omega}_t = -\tilde{\omega}_t + \omega_S \geq -\tilde{\omega}_t$, we have

$$\left( \frac{\partial}{\partial t} \tilde{g}_{\tilde{i} \tilde{j}} \right) g_{\tilde{i} \tilde{j}} \leq \text{tr}_{\tilde{\omega}_t} \omega.$$

Hence, from the argument of Proposition 2.5,

$$\left( \partial_t - \Delta \right) \log \text{tr}_{\tilde{\omega}_t} \omega \leq -\frac{1}{\text{tr}_{\tilde{\omega}_t} \omega} g^{\tilde{j} \tilde{i}} \tilde{R}_{\tilde{i} \tilde{j}} \tilde{g}_{\tilde{k} \tilde{l}}.$$  \hspace{1cm} (6.19)

Next we claim that

$$-g^{\tilde{j} \tilde{i}} \tilde{R}_{\tilde{i} \tilde{j}} \tilde{g}_{\tilde{k} \tilde{l}} = (\text{tr}_{\omega} \omega_S) \frac{2 \omega_E \wedge \omega}{\tilde{\omega}_0^2} \leq (\text{tr}_{\omega} \omega_S)(\text{tr}_{\tilde{\omega}_0} \omega) \leq (\text{tr}_{\omega} \omega_S)(\text{tr}_{\tilde{\omega}_t} \omega).$$  \hspace{1cm} (6.20)

To see (6.20), compute in a local holomorphic product coordinate system $(z^1, z^2)$ with $z^1$ a normal coordinate for $\omega_S|_S$ in the base $S$ direction and $z^2$ a normal coordinate for $\omega_E|_E$ in the fiber $E$ direction. In these coordinates $\tilde{g}_t$ is diagonal and $(\tilde{g}_t)_{11} = (g_S)_{11}$. Since the curvature of $\omega_E$ vanishes, we have from (6.3)

$$\tilde{R}_{1111} = -(g_S)_{11} (g_S)_{11},$$  \hspace{1cm} (6.21)

and $\tilde{R}_{ij\ell \ell} = 0$ if $i, j, k$ and $\ell$ are not all equal to 1. Hence the only non-zero component of the curvature of $\tilde{\omega}_t$ appearing in (6.20) is $\tilde{R}_{1111} = -1$. This gives the first equality of (6.20), and the next two inequalities follow from the definition of $\tilde{\omega}_0$ and $\tilde{\omega}_t$.

Combining (6.19), (6.20) we have

$$\left( \frac{\partial}{\partial t} - \Delta \right) \log \text{tr}_{\tilde{\omega}_t} \omega \leq \text{tr}_{\omega} \omega_S.$$  \hspace{1cm} (6.22)
Now define
\[ Q_3 = \log \text{tr}_{\tilde{\omega}_t} \omega - A\varphi, \] (6.23)
for \( A = C_0 + 1 \) where \( C_0 \) is the positive constant with \( C_0 \tilde{\omega}_t \geq \omega_S \) and compute
\[
\left( \frac{\partial}{\partial t} - \Delta \right) Q_3 \leq \text{tr}_\omega \omega_S - A\dot{\varphi} + A\text{tr}_\omega (\omega - \tilde{\omega}_t)
\leq C - \text{tr}_\omega \tilde{\omega}_t
\leq C - \frac{1}{C'}\text{tr}_{\tilde{\omega}_t} \omega, \] (6.24)
for some \( C' > 0 \). For the last line we have used the estimate (iii) of Lemma 6.3 and the fact that \( \tilde{\omega}_t \) and \( \tilde{\omega}_t \) are uniformly equivalent. Since \( \varphi \) is uniformly bounded from part (i) of Lemma 6.3 we see that \( Q_3 \) is bounded from above by the maximum principle, completing the proof of the lemma. \( \square \)

Next we prove an estimate on the derivative of \( \omega \) using an argument similar to that of Theorem 2.9.

**Lemma 6.5** There exists a uniform constant \( C \) such that on \( M \times [0, \infty) \),
\[
S := |\nabla_{\tilde{g}_0} g|^2 \leq C \quad \text{and} \quad |\nabla_{\tilde{g}_0} g|^2 \leq C, \] (6.25)
where \( | \cdot |, | \cdot |_{\tilde{g}_0} \) denote the norms with respect to the metrics \( g = g(t) \) and \( \tilde{g}_0 \) respectively. Moreover, we have
\[
\left( \frac{\partial}{\partial t} - \Delta \right) S \leq -\frac{1}{2}|\text{Rm}(g)|^2 + C' \] (6.26)
for a uniform constant \( C' \).

**Proof** First we show that
\[
\left( \frac{\partial}{\partial t} - \Delta \right) \text{tr}_{\tilde{\omega}_t} \omega \leq C - \frac{1}{C'}|\nabla_{\tilde{g}_0} g|^2, \] (6.27)
for uniform constants \( C, C' \). From (6.17), (6.18), (6.20) and part (iii) of Lemma 6.3,
\[
\left( \frac{\partial}{\partial t} - \Delta \right) \text{tr}_{\tilde{\omega}_t} \omega \leq C - \tilde{g}_t^{ij} \tilde{g}^{pq} \tilde{g}^k \nabla_{\tilde{g}_0} g_i \nabla_{\tilde{g}_0} g_j \nabla_{\tilde{g}_0} g_p \nabla_{\tilde{g}_0} g_q \leq C - \frac{1}{C'}S. \] (6.28)
For the last inequality we are using the fact that \( \nabla_{\tilde{g}_t} = \nabla_{\tilde{g}_0} \) which can be seen by choosing a coordinate system at a point in which \( \partial_i \tilde{g}_t = 0 \) for all \( i \) and any \( t \geq 0 \). This establishes (6.27).

Using the notation of Proposition 2.8, write \( \Psi_{ij}^k = \Gamma_{ij}^k - \Gamma(\tilde{g}_0)_{ij}^k \) so that \( S = |\Psi|^2 \). Then
\[
\left( \frac{\partial}{\partial t} - \Delta \right) S = -|\nabla \Psi|^2 - |\nabla \overline{\Psi}|^2 + |\Psi|^2 - 2 \text{Re} \left( g^{ij} \tilde{g}_t^{kp} g_{kq} \nabla \Psi(\tilde{g}_0)_{\overline{\tilde{g}_0}}^k \overline{\Psi}_{jq} \right). \]
We have
\[ \nabla^b \mathcal{R}(\tilde{g}_0)_{\bar{\iota}p}^k = -g^{ba} \Psi^{ma} \mathcal{R}(\tilde{g}_0)_{\bar{\iota}m}^k - g^{ba} \Psi^{ma} \mathcal{R}(\tilde{g}_0)_{\bar{\iota}m}^k + g^{ba} \Psi^{k} \mathcal{R}(\tilde{g}_0)_{\bar{\iota}m}^m. \] (6.29)
Indeed, as in the proof of Lemma 6.4, this can be seen by choosing a local holomorphic product coordinate system \((z^1, z^2)\) centered at a point \(x\) with \(z^1\) normal for \(\omega_S\) and \(z^2\) normal for \(\omega_E\). Using the argument of (6.20) and the result of Lemma 6.4 we have
\[ \|\mathcal{R}m(\tilde{g}_0)\|^2_g := g^{ji} g^{\ell k} g^{qp} g^{a b} \mathcal{R}(\tilde{g}_0)_{a i}^{\ell p} \mathcal{R}(\tilde{g}_0)_{b j}^{\ell k} \mathcal{R}(\tilde{g}_0)_{\bar{\iota}m}^m \leq (\text{tr}_{\omega} \omega_S)^3 \omega_E \wedge \omega_{\tilde{\omega}} \leq C. \] (6.30)
Combining (6.29) and (6.30),
\[ \left| 2\text{Re} \left( g^{ji} g^{\ell k} g^{qp} g^{a b} \nabla^b \mathcal{R}(\tilde{g}_0)_{\bar{\iota}p}^k \Psi^{\ell} \mathcal{R}(\tilde{g}_0)_{\bar{\iota}m}^m \right) \right| \leq CS. \] (6.31)
Since \(|\nabla^b \mathcal{R}(\tilde{g}_0) - \mathcal{R}(g)|_g^2\), we compute
\[ \left( \frac{\partial}{\partial t} - \Delta \right) S \leq -|\nabla^b \mathcal{R}(\tilde{g}_0) - \mathcal{R}(g)|_g^2 + CS \leq -\frac{1}{2} |\mathcal{R}(g)|_g^2 + CS + C'. \] (6.32)
Then the upper bound on \(S\) follows from (6.28) and (6.32) by applying the maximum principle to \(S + A \text{tr}_{\tilde{\omega}} \omega\) for sufficiently large \(A\). The inequality \(|\nabla^b g_{\tilde{g}_0}|_g^2 \leq C\) follows from the fact that the metric \(g(t)\) is bounded from above by \(g_0\) (Lemma 6.4). The inequality (6.26) follows from (6.32). \(\square\)

We then easily obtain estimates for curvature and all covariant derivatives of curvature, establishing part (ii) of Theorem 6.1.

**Lemma 6.6** There exist uniform constants \(C_m\) for \(m = 0, 1, 2, \ldots\) such that on \(M \times [0, \infty)\),
\[ |\nabla^m \mathcal{R}(g)|_g^2 \leq C_m. \] (6.33)
**Proof** This follows from Lemma 6.5 and the arguments of Theorem 2.13 and 2.14. \(\square\)

### 6.3 Fiber collapsing and convergence

In this subsection, we complete the proof of Theorem 6.1.

First we define a closed \((1,1)\) form \(\omega_{\text{flat}}\) on \(M\) with the properties that \([\omega_{\text{flat}}] = [\omega_0]\) and for each \(s \in S\), \(\omega_{\text{flat}}\) restricted to the fiber \(\pi_S^{-1}(s)\) is a Kähler-Ricci flat metric. To do this, fix \(s \in S\) and define a function \(\rho_s\) on \(\pi_S^{-1}(s)\) by
\[ \omega_0|_{\pi_S^{-1}(s)} + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \rho_s > 0, \quad \text{Ric} \left( \omega_0|_{\pi_S^{-1}(s)} + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \rho_s \right) = 0, \quad \int_{\pi_S^{-1}(s)} \rho_s \omega_0 = 0. \] (6.34)
Since $\rho_s$ satisfies a partial differential equation with parameters depending smoothly on $s \in S$, it follows that $\rho_s$ varies smoothly with $s$ and hence defines a smooth function on $M$, which we will call $\rho$. Now set $\omega_{\text{flat}} := \omega_0 + \sqrt{-1} \partial \overline{\partial} \rho$. This is a closed $(1,1)$ form with the desired properties. Note that for each $s$ in $S$, $\omega_{\text{flat}|_{S^{-1}(s)}}$ is a metric, but $\omega_{\text{flat}}$ may not be positive definite as a $(1,1)$ form on $M$.

We make use of $\omega_{\text{flat}}$ to prove the following estimate on $\varphi$.

**Lemma 6.7** There exists $C > 0$ such that on $M \times [0, \infty)$,

$$|\varphi| \leq C(1 + t)e^{-t}. \quad (6.35)$$

**Proof** Since $\omega_{\text{flat}}$ is a constant multiple of $\omega_E$ when restricted to each fiber, we see from the definition of $\Omega$ that $\Omega = 2\omega_S \wedge \omega_{\text{flat}}$. (6.36)

Let $Q = \varphi - e^{-t}\rho$. Then

$$\frac{\partial Q}{\partial t} = \log \frac{e^t(e^{-t}\omega_{\text{flat}} + (1 - e^{-t})\omega_S + \frac{\sqrt{-1}}{2\pi} \partial \overline{\partial} Q)^2}{2\omega_S \wedge \omega_{\text{flat}}} - Q. \quad (6.37)$$

For a positive constant $A$, consider the quantity $Q_1 = e^tQ - At$. At a point $(x_0, t_0)$ with $t_0 > 0$ where $Q_1$ achieves a maximum, we have

$$0 \leq \frac{\partial}{\partial t}Q_1 \leq e^t \log \frac{e^t(e^{-t}\omega_{\text{flat}} + (1 - e^{-t})\omega_S)^2}{2\omega_S \wedge \omega_{\text{flat}}} - A$$

$$\leq e^t(1 + Ce^{-t}) - A \leq C' - A, \quad (6.38)$$

for uniform constants $C, C'$. Choosing $A > C'$ gives a contradiction. Hence $Q_1$ is bounded from above. It follows that $\varphi \leq C(1 + t)e^{-t}$ for a uniform constant $C$. The lower bound for $\varphi$ is similar. □

**Lemma 6.8** Fix $\beta \in (0, 1)$. We have

(i) $\varphi(t) \to 0$ in $C^{2+\beta}(M)$ as $t \to \infty$.

(ii) $\omega(t) \to \omega_S$ in $C^\beta(M)$ as $t \to \infty$.

(iii) $\frac{\partial \varphi}{\partial t} \to 0$ in $C^0(M)$ as $t \to \infty$.

**Proof** From Lemma 6.5 the tensor $\nabla_{\tilde{g}_0}g$ is bounded with respect to the fixed metric $\tilde{g}_0$. Moreover, $g \leq C\tilde{g}_0$ for some uniform $C$. It follows that $\Delta_{\tilde{g}_0}\varphi$ is bounded in $C^1(M, \tilde{g}_0)$. Since $\varphi$ is bounded in $C^0$, we can apply the standard Schauder estimates for Poisson’s equation [46], to see that $\varphi$ is bounded in $C^{2+\alpha}$ for any $\alpha \in (0, 1)$. Choosing $\alpha > \beta$, part (i) follows from this together with Lemma 6.7. Part (ii) follows from part (i) and the fact that $\dot{\omega}$ converges in $C^\infty$ to $\omega_S$ as $t \to \infty$.

For part (iii), suppose for a contradiction that there exist $\varepsilon > 0$ and a sequence $\{(x_i, t_i)\}_{i \in \mathbb{N}} \subset M \times [0, \infty)$ with $t_i \to \infty$ and

$$|\dot{\varphi}|(x_i, t_i) > \varepsilon. \quad (6.39)$$
From Lemma 6.3 and Lemma 6.6, the quantity
\begin{equation}
\frac{\partial}{\partial t} \hat{\phi} = -R(\omega) - 1 - \hat{\phi} \tag{6.40}
\end{equation}
is uniformly bounded in \( C^0(M \times [0, \infty)) \). Hence there exists a uniform constant \( \delta > 0 \) such that for each \( i \),
\begin{equation}
|\hat{\phi}(x, t)| \geq \frac{\varepsilon}{2} \quad \text{for all } t \in [t_i, t_i + \delta]. \tag{6.41}
\end{equation}
Hence
\begin{align*}
\frac{\varepsilon \delta}{2} & \leq \int_{t_i}^{t_i + \delta} |\hat{\phi}(t, x)| dt = \left| \int_{t_i}^{t_i + \delta} \hat{\phi}(x, t) dt \right| \\
& = |\varphi(x, t_i + \delta) - \varphi(x, t_i)| \\
& \leq \sup_{x \in M} |\varphi(x, t_i + \delta) - \varphi(x, t_i)|, \tag{6.42}
\end{align*}
a contradiction since \( \varphi(t) \) converges uniformly to 0 in \( C^0(M) \) as \( t \to \infty \). \( \Box \)

Finally, we prove part (iii) of Theorem 6.1.

**Lemma 6.9** Fix \( s \in S \) and write \( E = \pi_S^{-1}(s) \) for the fiber over \( s \). Write \( \omega_{\text{flat}} = \omega_{\text{flat}}|_E \). Then on \( E \),
\begin{equation}
e^t \omega(t)|_E \to \omega_{\text{flat}} \quad \text{as } t \to \infty, \tag{6.43}
\end{equation}
where the convergence is uniform on \( C^0(E) \). Moreover, the convergence is uniform in \( s \in S \).

**Proof** We use here an argument similar to one found in [119]. Applying Lemma 6.5 we have
\begin{equation}
|\nabla_{g_E}(g|_E)|^2_{g|_E} \leq |\nabla_{\tilde{g}_n}g|^2 \leq C. \tag{6.44}
\end{equation}
From Lemma 6.4, we see that \( g|_E \) is uniformly equivalent to \( e^{-t}g_E \). It follows that
\begin{equation}
|\nabla_{g_E}(e^t g|_E)|^2_{g_E} = e^{-t} |\nabla_{g_E}(g|_E)|^2_{e^{-t}g_E} \leq C e^{-t} |\nabla_{g_E}(g|_E)|^2_{g|_E} \leq C' e^{-t}. \tag{6.45}
\end{equation}
Since \( g_{\text{flat}} \) is a constant multiple of \( g_E \) we see that
\begin{equation}
|\nabla_{g_E}(e^t g|_E - g_{\text{flat}})|^2_{g_E} \leq C' e^{-t}. \tag{6.46}
\end{equation}
Moreover, \( [e^t \omega]|_E = [\omega_{\text{flat}}] \). It is now straightforward to complete the proof of the lemma. Indeed, any two Kähler metrics on the Riemann surface \( E \) are conformally equivalent and hence we can write \( e^t \omega|_E = e^\sigma \omega_{\text{flat}} \) for a smooth function \( \sigma = \sigma(x, t) \) on \( E \times [0, \infty) \). We have
\begin{equation}
|d(e^\sigma - 1)|^2_{g_E} \to 0 \quad \text{as } t \to \infty, \quad \text{and} \quad \int_E (e^\sigma - 1) \omega_E = 0. \tag{6.47}
\end{equation}
From the second condition, for each time \( t \) there exists \( y(t) \in E \) with \( \sigma(y(t), t) = 0 \) and hence by the Mean Value Theorem for manifolds,
\begin{equation}
|e^{\sigma(x, t)} - 1| = |(e^{\sigma(x, t)} - 1) - (e^{\sigma(y(t), t)} - 1)| \to 0 \quad \text{as } t \to \infty, \tag{6.48}
\end{equation}
uniformly in \( x \in E \). This says precisely that \( e^t \omega(t)|_E \to \omega_{\text{flat}} \) uniformly as \( t \to \infty \). Moreover, none of our constants depend on the choice of \( s \in S \). This completes the proof of the lemma. \( \Box \)
Combining Lemma 6.6 with Lemmas 6.8 and 6.9 completes the proof of Theorem 6.1.
7 Finite time singularities

In this section, we describe some behaviors of the Kähler-Ricci flow in the case of a finite time singularity. The complete behavior of the flow is far from understood, and is the subject of current research. In Section 7.1, we prove some basic estimates, most of which hold under fairly weak hypotheses. Next, in Section 7.2, we describe a result of [129] on the behavior of the scalar curvature and discuss some speculations. In Sections 7.3 and 7.4 we describe, without proof, some recent results [101, 107] and illustrate with an example.

7.1 Basic estimates

We now consider the Kähler-Ricci flow

$$\frac{\partial}{\partial t} \omega = -\text{Ric}(\omega), \quad \omega|_{t=0} = \omega_0,$$

(7.1)

in the case when $T < \infty$. The cohomology class $[\omega_0] - Tc_1(M)$ is a limit of Kähler classes but is itself no longer Kähler. The behavior of the Kähler-Ricci flow as $t$ tends towards the singular time $T$ will depend crucially on properties of this cohomology class.

We first observe that since $T < \infty$ we immediately have from Corollary 2.3 the estimate

$$\omega^n \leq C \Omega,$$

(7.2)

for a uniform constant $C$.

As in Section 3 we reduce (3.1) to a parabolic complex Monge-Ampère equation. Choose a closed (1,1) form $\hat{\omega}_T$ in the cohomology class $[\omega_0] - Tc_1(M)$. Given this we can define a family of reference forms $\hat{\omega}_t$ by

$$\hat{\omega}_t = \frac{1}{T}((T-t)\omega_0 + t\hat{\omega}_T) \in [\omega_0] - tc_1(M).$$

(7.3)

Observe that $\hat{\omega}_t$ is not necessarily a metric, since $\hat{\omega}_T$ may have negative eigenvalues. Write $\chi = \frac{1}{T}(\hat{\omega}_T - \omega_0) = \frac{\partial}{\partial t} \hat{\omega}_t \in -c_1(M)$ and define $\Omega$ to be the volume form with

$$\frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \log \Omega = \chi \in -c_1(M), \quad \int_M \Omega = \int_M \omega_0^n.$$

(7.4)

We then consider the parabolic complex Monge-Ampère equation

$$\frac{\partial \varphi}{\partial t} = \log \left( \frac{\hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi}{\Omega} \right)^n, \quad \hat{\omega}_t + \frac{\sqrt{-1}}{2\pi} \partial \bar{\partial} \varphi > 0, \quad \varphi|_{t=0} = 0.$$

(7.5)

From (7.2) we immediately have:

**Lemma 7.1** For a uniform constant $C$ we have on $M \times [0, T)$,

$$\varphi \leq C.$$

(7.6)

If we assume that $\hat{\omega}_T \geq 0$ then the next result shows that the potential $\varphi$ is bounded [116] (see also [107]). Note that since $[\omega_0] - Tc_1(M)$ is on the boundary of the Kähler cone, one would expect in many cases that this class contains a nonnegative representative $\hat{\omega}_T$. 
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Proposition 7.2 Assume that $\hat{\omega}_T$ is nonnegative. Then for a uniform constant $C$ we have on $M \times [0,T)$,

$$|\varphi| \leq C.$$ 

(7.7)

Proof The upper bound of $\varphi$ follows from Lemma 7.1. Alternatively, use the same argument as in the upper bound of $\varphi$ in Lemma 3.2. For the lower bound, observe that

$$\hat{\omega}_T^n = \frac{1}{T^n} ((T-t)\omega_0 + t\hat{\omega}_T)^n \geq \frac{1}{T^n} (T-t)^n \omega_0^n \geq c_0(T-t)^n \Omega,$$

(7.8)

for some uniform constant $c_0 > 0$. Here we are using the fact that $\hat{\omega}_T$ is nonnegative. Define

$$\psi = \varphi + n(T-t)(\log(T-t) - 1) - (\log c_0 - 1)t,$$

(7.9)

and compute

$$\frac{\partial \psi}{\partial t} = \log \left( \frac{\omega_t + \sqrt{-1}}{2\pi} \partial \overline{\partial} \varphi \right)^n - n \log(T-t) - (\log c_0 - 1).$$

(7.10)

At a point where $\psi$ achieves a minimum in space we have $\frac{\sqrt{-1}}{2\pi} \partial \overline{\partial} \psi = \frac{\sqrt{-1}}{2\pi} \partial \overline{\partial} \varphi \geq 0$ and hence from (7.8),

$$\frac{\partial \psi}{\partial t} \geq \log(c_0(T-t)^n) - n \log(T-t) - (\log c_0 - 1) = 1.$$ 

(7.11)

It follows from the minimum principle that $\psi$ cannot achieve a minimum after time $t = 0$, and so $\psi$ is uniformly bounded from below. Hence $\varphi$ is bounded from below. \qed

If $\hat{\omega}_T$ is the pull-back of a Kähler metric from another manifold via a holomorphic map (so in particular $\hat{\omega}_T \geq 0$), we have by the parabolic Schwarz lemma (Theorem 2.6) a lower bound for $\omega(t)$:

Lemma 7.3 Suppose there exists a holomorphic map $f : M \rightarrow N$ to a compact Kähler manifold $N$ and let $\omega_N$ be a Kähler metric on $N$. We assume that

$$[\omega_0] - Tc_1(M) = [f^* \omega_N].$$

(7.12)

Then on $M \times [0,T)$,

$$\omega \geq \frac{1}{C} f^* \omega_N,$$

(7.13)

for a uniform constant $C$.

Proof The method is similar to that of Lemma 5.12. We take $\hat{\omega}_T = f^* \omega_N \geq 0$. Define $u = \text{tr}_\omega f^* \omega_N$. We apply the maximum principle to the quantity

$$Q = \log u - A\varphi - An(T-t)(\log(T-t) - 1),$$

(7.14)
for $A$ to be determined later, and where we assume without loss of generality that $u > 0$. Compute using (2.24)

$$\left(\frac{\partial}{\partial t} - \Delta\right) Q \leq C_0 u - A \phi + A n \log (T - t) + A t_r (\omega - \hat{\omega}_t)$$

$$= \text{tr} (C_0 f^* \omega_N - (A - 1) \hat{\omega}_t) - A \log \frac{\omega^n}{\Omega(T - t)^n} - \text{tr} \hat{\omega}_t + A n. \quad (7.15)$$

Now choose $A$ sufficiently large so that $(A - 1) \hat{\omega}_t - C_0 f^* \omega_N \geq f^* \omega_N$ for all $t \in [0, T]$. By the geometric-arithmetic means inequality, there exists a constant $c > 0$ such that

$$\text{tr} \hat{\omega}_t \geq \frac{(T - t) \omega^0}{T} \geq c \left(\frac{(T - t) n \Omega}{\omega^n}\right)^{1/n}. \quad (7.16)$$

Then, arguing as in the proof of Lemma 3.4,

$$\left(\frac{\partial}{\partial t} - \Delta\right) Q \leq -u + A \log \frac{(T - t) n \Omega}{\omega^n} - c \left(\frac{(T - t) n \Omega}{\omega^n}\right)^{1/n} + A n \leq -u + C,$$

for a uniform constant $C$, since the map $\mu \mapsto A \log \mu - c \mu^{1/n}$ is uniformly bounded from above for $\mu > 0$. Hence at a maximum point of $Q$ we see that $u$ is bounded from above by $C$. Since $\varphi$ and $(T - t) \log (T - t)$ are uniformly bounded this shows that $Q$ is uniformly bounded from above. Hence $u$ is uniformly bounded from above. \qed

A natural question is: when is the limiting class $[\omega_0] - T c_1(M)$ represented by the pull-back of a Kähler metric from another manifold via a holomorphic map? It turns out that this always occurs if the initial data is appropriately ‘algebraic’.

**Proposition 7.4** Assume there exists a line bundle $L$ on $M$ such that $k[\omega_0] = c_1(L)$ for some positive integer $k$. Then there exists a holomorphic map $f : M \to \mathbb{P}^N$ to some projective space $\mathbb{P}^N$ and

$$[\omega_0] - T c_1(M) = [f^* \omega], \quad (7.17)$$

for some Kähler metric $\omega$ on $\mathbb{P}^N$.

**Proof** We give a sketch of the proof. Note that by the assumption on $L$, the manifold $M$ is a smooth projective variety. From the Rationality Theorem of Kawamata and Shokurov [59, 63], $T$ is rational. The class $[\omega_0] - T c_1(M)$ is nef since it is the limit of Kähler classes. From the Base Point Free Theorem (part (ii) of Theorem 1.12), $[\omega_0] - T c_1(M)$ is semi-ample, and the result follows. \qed

If we make a further assumption on the map $f$ then we can obtain $C^\infty$ estimates for the evolving metric away from a subvariety.

**Theorem 7.5** Suppose there exists a holomorphic map $f : M \to N$ to a compact Kähler manifold $N$ which is a biholomorphism outside a subvariety $E \subset M$. Let $\omega_N$ be a Kähler metric on $N$. We assume that

$$[\omega_0] - T c_1(M) = [f^* \omega_N]. \quad (7.18)$$
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Then on any compact subset $K$ of $M \setminus E$ there exists a constant $c_K > 0$ such that
\[
\omega \geq c_K \omega_0, \quad \text{on} \quad K \times [0, T).
\]

Moreover we have uniform $C^\infty_{\text{loc}}$ estimates for $\omega(t)$ on $M \setminus E$.

**Proof** The inequality (7.19) is immediate from Lemma 7.3 and the fact that $f^* \omega_N$ is a Kähler metric on $M \setminus E$. From the volume form bound (7.2), we immediately obtain uniform upper and lower bounds for $\omega$ on compact subsets of $M \setminus E$. The higher order estimates follow from the same arguments as in Lemmas 5.6 and 5.7. \hfill \Box

We will see in Section 7.3 that the situation of Theorem 7.5 arises in the case of blowing down an exceptional divisor.

### 7.2 Behavior of the scalar curvature

In this section we give prove the following result of Zhang [129] on the behavior of the scalar curvature. Given the estimates we have developed so far, we can give quite a short proof. Recall that we have a lower bound of the scalar curvature from Theorem 2.2.

**Theorem 7.6** Let $\omega = \omega(t)$ be a solution of the Kähler-Ricci flow (7.1) on the maximal time interval $[0, T)$. If $T < \infty$ then
\[
\limsup_{t \to T} \left( \sup_M R(g(t)) \right) = \infty.
\]

In the case of the general Ricci flow with a singularity at time $T < \infty$ it is known that $\sup_M |\text{Ric}(g(t))| \to \infty$ as $t \to T$ [93].

**Proof of Theorem 7.6** We will assume that (7.20) does not hold and obtain a contradiction. Since we know from Theorem 2.2 that the scalar curvature has a uniform lower bound, we may assume that $\|R(t)\|_{C^0(M)}$ is uniformly bounded for $t \in [0, T)$. Let $\varphi$ solve the parabolic complex Monge-Ampère equation (7.5). First note that
\[
\left| \frac{\partial}{\partial t} \log \left( \frac{\omega^n}{\Omega} \right) \right| = |R| \leq C.
\]

Integrating in time we see that $|\varphi| = |\log \frac{\omega^n}{\Omega}|$ is uniformly bounded. Integrating in time again, we obtain a uniform bound for $\varphi$. Define $H = t \varphi - \varphi - nt$, which is a bounded quantity. Then using (3.16) we obtain (cf. (5.13)),
\[
\left( \frac{\partial}{\partial t} - \Delta \right) H = t \text{tr}_\omega \chi - n + \text{tr}_\omega (\omega - \tilde{\omega}) = \text{tr}_\omega (t \chi - \tilde{\omega}) = -\text{tr}_\omega \omega_0.
\]

Apply Proposition 2.5 to see that
\[
\left( \frac{\partial}{\partial t} - \Delta \right) \text{tr}_{\omega_0} \omega \leq C_0 \text{tr}_\omega \omega_0,
\]
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for a uniform constant $C_0$ depending only on $\omega_0$. Define $Q = \log \tr_{\omega_0} \omega + AH$ for $A = C_0 + 1$. Combining (7.22) and (7.23), compute

$$
\left( \frac{\partial}{\partial t} - \Delta \right) Q \leq -\tr_{\omega} \omega_0 < 0,
$$

(7.24)

and hence by the maximum principle $Q$ is bounded from above by its value at time $t = 0$. It follows that $\tr_{\omega_0} \omega$ is uniformly bounded from above. Since we have a lower bound for $\dot{\varphi} = \log \frac{\omega}{\omega_0}$, we see that for a uniform constant $C$,

$$\frac{1}{C} \omega_0 \leq \omega \leq C \omega_0, \quad \text{on} \quad M \times [0, T).$$

(7.25)

Applying Corollary 2.16, we obtain uniform estimates for $\omega(t)$ and all of its derivatives. Hence $\omega(t)$ converges to a smooth Kähler metric $\omega(T)$ which is contained in $[\omega_0] - Tc_1(M)$. Thus $[\omega_0] - Tc_1(M)$ is a Kähler class, contradicting the definition of $T$. \hfill \Box

We remark that Theorem 7.6 can be proved just as easily using the parabolic Schwarz lemma instead of Proposition 2.5. Indeed one can replace $Q$ with $Q = \log \tr_{\omega} \omega_0 + AH$ and apply the Schwarz lemma with the holomorphic map $f$ being the identity map and $\omega_N = \omega_0$. This was the method in [129]. Also, one can find in [129] a different way of obtaining a contradiction, one which avoids the higher order estimates.

We finish this section by mentioning a couple of ‘folklore conjectures’:

**Conjecture 7.7** Let $\omega = \omega(t)$ be a solution of the Kähler-Ricci flow (3.1) on the maximal time interval $[0, T)$. If $T < \infty$ then

$$R \leq \frac{C}{T - t},$$

(7.26)

for some uniform constant $C$.

This conjecture has been established in dimension 1 by Hamilton and Chow [28, 54] and by Perelman in higher dimensions if $[\omega_0] = c_1(M) > 0$ [84] (see also [94]). Perelman’s result makes use of the functionals he introduced in [81]. In [129], it was shown in a quite general setting, that $R \leq C/(T - t)^2$.

A stronger version of Conjecture 7.7 is:

**Conjecture 7.8** Let $\omega = \omega(t)$ be a solution of the Kähler-Ricci flow (3.1) on the maximal time interval $[0, T)$. If $T < \infty$ then

$$|\Rm| \leq \frac{C}{T - t},$$

(7.27)

for some uniform constant $C$.

Another way of saying this is that all finite time singularities along the Kähler-Ricci flow are of *Type I*. This is related to a conjecture of Hamilton and Tian that the (appropriately normalized) Kähler-Ricci flow on a manifold with positive first Chern class converges to a Kähler-Ricci soliton, with a possibly different complex structure in the limit.
7.3 Contracting exceptional curves

In this section we briefly describe, without proof, the example of blowing-down exceptional curves on a Kähler surface in finite time. We begin by defining what is meant by a blowing-down and blowing-up (see for example [48]).

First, we define the blow-up of the origin in \( \mathbb{C}^2 \). Let \( z^1, z^2 \) be coordinates on \( \mathbb{C}^2 \), and let \( U \) be an open neighborhood of the origin. Define

\[
\tilde{U} = \{ (z, \ell) \in U \times \mathbb{P}^1 \mid z \in \ell \},
\]

where we are considering \( \ell \) as a line in \( \mathbb{C}^2 \) through the origin. One can check that \( \tilde{U} \) is a 2-dimensional complex submanifold of \( U \times \mathbb{P}^1 \). There is a holomorphic map \( \pi : \tilde{U} \to U \) given by \( (z, \ell) \mapsto z \) which maps \( \tilde{U} \setminus \pi^{-1}(0) \) biholomorphically onto \( U \setminus \{0\} \). The set \( \pi^{-1}(0) \) is a 1-dimensional submanifold of \( \tilde{U} \), isomorphic to \( \mathbb{P}^1 \).

Given a point \( p \) in a Kähler surface \( N \) we can use local coordinates to construct the blow up \( \pi : M \to N \) of \( p \), by replacing a neighborhood \( U \) of \( p \) with the blow up \( \tilde{U} \) as above. Thus \( M \) is a Kähler surface and \( \pi \) a holomorphic map extending the local map given above. Up to isomorphism, this construction is independent of choice of coordinates. The curve \( E = \pi^{-1}(p) \) is called the exceptional curve. Since \( \pi(E) = p \), the map \( \pi \) contracts or blows down the curve \( E \). Moreover, \( \pi \) is an isomorphism from \( M \setminus E \) to \( N \setminus \{p\} \). From the above we see that \( E \) is a smooth curve which is isomorphic to \( \mathbb{P}^1 \). Moreover, the reader can check that it satisfies \( E \cdot E = -1 \).

Conversely, given a curve \( E \) on a surface \( M \) with these properties we can define a map blowing down \( E \). More precisely, we define an irreducible curve \( E \) in \( M \) to be a \((-1)\)-curve if it is smooth, isomorphic to \( \mathbb{P}^1 \) and has \( E \cdot E = -1 \). If \( M \) admits a \((-1)\)-curve \( E \) then there exists a holomorphic map \( \pi : M \to N \) to a smooth Kähler surface \( N \) and a point \( p \in Y \) such that \( \pi \) is precisely the blow down of \( E \) to \( p \), as constructed above. Note that if \( E \) is a \((-1)\) curve then by the Adjunction Formula, \( K_E \cdot E = -1 \).

The main result of [107] says that, under appropriate hypotheses on the initial Kähler class, the Kähler-Ricci flow will blow down \((-1)\)-curves on \( M \) and then continue on the new manifold. To make this more precise, we need a definition.

**Definition 7.9** We say that the solution \( g(t) \) of the Kähler-Ricci flow (7.1) on a compact Kähler surface \( M \) performs a **canonical surgical contraction** if the following holds. There exist distinct \((-1)\) curves \( E_1, \ldots, E_k \) of \( M \), a compact Kähler surface \( N \) and a blow-down map \( \pi : M \to N \) with \( \pi(E_i) = y_i \in N \) and \( \pi|_{M \setminus \bigcup_{i=1}^k E_i} \) a biholomorphism onto \( N \setminus \{y_1, \ldots, y_k\} \) such that:

(i) As \( t \to T^- \), the metrics \( g(t) \) converge to a smooth Kähler metric \( g_T \) on \( M \setminus \bigcup_{i=1}^k E_i \) smoothly on compact subsets of \( M \setminus \bigcup_{i=1}^k E_i \).

(ii) \((M, g(t))\) converges to a unique compact metric space \((\tilde{N}, d_T)\) in the Gromov-Hausdorff sense as \( t \to T^- \). In particular, \((\tilde{N}, d_T)\) is homeomorphic to the Kähler surface \( N \).

(iii) There exists a unique maximal smooth solution \( g(t) \) of the Kähler-Ricci flow on \( N \) for \( t \in (T, T_N) \), with \( T < T_N \leq \infty \), such that \( g(t) \) converges to \( (\pi^{-1})^* g_N \) as \( t \to T^+ \) smoothly on compact subsets of \( N \setminus \{y_1, \ldots, y_k\} \).
(iv) \((N, g(t))\) converges to \((N, d_T)\) in the Gromov-Hausdorff sense as \(t \to T^+\).

The following theorem is proved in [107]. It essentially says that whenever the evolution of the Kähler classes along the Kähler-Ricci flow indicate that a blow down should occur at the singular time \(T < \infty\), then the Kähler-Ricci flow carries out a canonical surgical contraction at time \(T\).

**Theorem 7.10** Let \(g(t)\) be a smooth solution of the Kähler-Ricci flow (7.1) on a Kähler surface \(M\) for \(t\) in \([0, T)\) and assume \(T < \infty\). Suppose there exists a blow-down map \(\pi : M \to N\) contracting disjoint \((-1)\) curves \(E_1, \ldots, E_k\) on \(M\) with \(\pi(E_i) = y_i \in N\), for a smooth compact Kähler surface \((N, \omega_N)\) such that the limiting Kähler class satisfies

\[
[\omega_0] - Tc_1(M) = [\pi^*\omega_N].
\] (7.29)

Then the Kähler-Ricci flow \(g(t)\) performs a canonical surgical contraction with respect to the data \(E_1, \ldots, E_k, N\) and \(\pi\).

Note that from Theorem 7.5, we have \(C^\infty_{\text{loc}}\) estimates for \(g(t)\) on \(M \setminus \bigcup_{i=1}^k E_i\), and thus part (i) in the definition of canonical surgical contraction follows immediately. For the other parts, estimates are needed for \(g(t)\) near the subvariety \(E\). To continue the flow on the new manifold, some techniques are adapted from [104]. We refer the reader to [107] for the details. In fact, the same result is shown to hold in [107] for blowing up points in higher dimensions, and in [108] the results are extended to the case of an exceptional divisor \(E\) with normal bundle \(\mathcal{O}(-k)\), which blows down to an orbifold point. See also [69] for a different approach to the study of blow-downs.

In Section 8.3, we will show how Theorem 7.10 can be applied quite generally for the Kähler-Ricci flow on a Kähler surface.

### 7.4 Collapsing in finite time

In this section, we briefly describe, again without proof, another example of a finite time singularity.

Let \(M\) be a projective bundle over a smooth projective variety \(B\). That is, \(M = \mathbb{P}(E)\), where \(\pi : E \to B\) is a holomorphic vector bundle which we can take to have rank \(r\). Write \(\pi\) also for the map \(\pi : M \to B\). Of course, the simplest example of this would be a product \(B \times \mathbb{P}^{r-1}\). We consider the Kähler-Ricci flow (7.1) on \(M\). The flow will always develop a singularity in finite time. This is because

\[
\int_F (c_1(M))^{r-1} > 0,
\] (7.30)

for any fiber \(F\), whereas if \(T = \infty\) then \(\frac{1}{t}[\omega_0] - c_1(M) > 0\) for all \(t > 0\). The point is that the fibers \(F \cong \mathbb{P}^{r-1}\) must shrink to zero in finite time along the Kähler-Ricci flow.

In [101], it is shown that:

**Theorem 7.11** Assume that

\[
[\omega_0] - Tc_1(M) = [\pi^*\omega_B],
\] (7.31)
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for some Kähler metric $\omega_B$ on $B$. Then there exists a sequence of times $t_i \to T$ and a distance function $d_B$ on $B$, which is uniformly equivalent to the distance function induced by $\omega_B$, such that $(M, \omega(t_i))$ converges to $(B, d_B)$ in the Gromov-Hausdorff sense.

Note that from Lemma 7.3 we immediately have $\omega(t) \geq \frac{1}{T} \pi^*\omega_B$ for some uniform $C > 0$. The key estimates proved in [101] are:

(i) $\omega(t) \leq C\omega_0$.

(ii) $\text{diam}_{\omega(t)} F \leq C(T - t)^{1/3}$, for every fiber $F$.

Thus we see that the metrics are uniformly bounded from above along the flow and the fibers collapse. Given (i) and (ii) it is fairly straightforward to establish Theorem 7.11. We refer the reader to [101] for the details.

The following conjectures are made in [101]:

**Conjecture 7.12** With the assumptions above:

(a) There exists unique distance function $d_B$ on $B$ such that $(M, \omega(t))$ converges in the Gromov-Hausdorff sense to $(B, d_B)$, without taking subsequences.

(b) The estimate (ii) above can be strengthened to $\text{diam}_{\omega(t)} F \leq C(T - t)^{1/2}$, for every fiber $F$.

(c) Theorem 7.11 (and parts (a) and (b) of this conjecture) should hold more generally for a bundle $\pi : M \to B$ over a Kähler base $B$ with fibers $\pi^{-1}(b)$ being Fano manifolds admitting metrics of nonnegative sectional curvature.

We end this section by describing an example which illustrates both the case of contracting an exceptional curve and the case of collapsing the fibers of a projective bundle. Let $M$ be the blow up of $\mathbb{P}^2$ at one point $p \in \mathbb{P}^2$. Let $f : M \to \mathbb{P}^2$ be the map blowing down the exceptional curve $E$ to the point $p$. To see the bundle structure on $M$, note that the blow-up of $\mathbb{C}^2$ at the origin can be identified with $M \setminus f^{-1}(H)$ for $H$ a hyperplane in $\mathbb{P}^2$. We have a map $\pi$ from the blow up of $\mathbb{C}^2$, which is $\{(z, \ell) \in \mathbb{C}^2 \times \mathbb{P}^1 \mid z \in \ell\}$, to $\mathbb{P}^1$ given by projection onto the second factor. This extends to a holomorphic bundle map $\pi : M \to \mathbb{P}^1$ which has $\mathbb{P}^1$ fibers. We refer the reader to [14, 106] for more details.

Writing $\omega_1$ and $\omega_2$ for the Fubini-Study metrics on $\mathbb{P}^1$ and $\mathbb{P}^2$ respectively, we see that every Kähler class $\alpha$ on $M$ can be written as a linear combination $\alpha = \beta[\pi^*\omega_1] + \gamma[f^*\omega_2]$ for $\beta, \gamma > 0$. The boundary of the Kähler cone is spanned by the two rays $\mathbb{R}_{>0}[\pi^*\omega_1]$ and $\mathbb{R}_{>0}[f^*\omega_2]$. The first Chern class of $M$ is given by

$$c_1(M) = [\pi^*\omega_1] + 2[f^*\omega_2] > 0. \quad (7.32)$$

Hence if the initial Kähler metric $\omega_0$ is in the cohomology class $\alpha_0 = \beta_0[\pi^*\omega_1] + \gamma_0[f^*\omega_2]$ then the solution $\omega(t)$ of the Kähler-Ricci flow (7.1) has cohomology class

$$[\omega(t)] = \beta(t)[\pi^*\omega_1] + \gamma(t)[f^*\omega_2], \quad \text{with} \quad \beta(t) = \beta_0 - t, \quad \gamma(t) = \gamma_0 - 2t. \quad (7.33)$$

There are three different behaviors of the Kähler-Ricci flow according to whether the cohomology class $[\omega(t)]$ hits the boundary of the Kähler cone at a point on $\mathbb{R}_{>0}[\pi^*\omega_1]$, at a point on $\mathbb{R}_{>0}[f^*\omega_2]$ or at zero. Namely:
(i) If $\gamma_0 > 2\beta_0$ then a singularity occurs at time $T = \beta_0$ and
\[
[\omega_0] - Tc_1(M) = \gamma(T)[f^*\omega_2], \quad \text{with } \gamma(T) = \gamma_0 - 2\beta_0 > 0.
\] (7.34)
Thus we are in the case of Theorem 7.10 and the Kähler-Ricci flow performs a canonical surgical contraction at time $T$.

(ii) If $\gamma_0 < 2\beta_0$ then a singularity occurs at time $T = \gamma_0/2$ and
\[
[\omega_0] - Tc_1(M) = \beta(T)[\pi^*\omega_1], \quad \text{with } \beta(T) = \beta_0 - \gamma_0/2 > 0.
\] (7.35)
Thus we are in the case of Theorem 7.11 and the Kähler-Ricci flow will collapse the $\mathbb{P}^1$ fibers and converge in the Gromov-Hausdorff sense, after passing to a subsequence, to a metric on the base $\mathbb{P}^1$.

(iii) If $\gamma_0 = 2\beta_0$ then the cohomology class changes by a rescaling. It was shown by Perelman [84, 94] that $(M, \omega(t))$ converges in the Gromov-Hausdorff sense to a point.

The behavior of the Kähler-Ricci flow on this manifold $M$, and higher dimensional analogues, was analyzed in detail by Feldman-Ilmanen-Knopf [44]. They constructed self-similar solutions of the Kähler-Ricci flow through such singularities (see also [17]) and carried out a careful study of their properties. Moreover, they posed a number of conjectures, some of which were established in [106].

Indeed if we make the assumption that the initial metric $\omega_0$ is invariant under a maximal compact subgroup of the automorphism group of $M$, then stronger results than those given in Theorems 7.10 and 7.11 were obtained in [106]. In particular, in the situation of case (ii), it was shown in [106] that $(M, \omega(t))$ converges in the Gromov-Hausdorff sense (without taking subsequences) to a multiple of the Fubini-Study metric on $\mathbb{P}^1$ (see also [45]).

One can see from the above some general principles for what we expect with the Kähler-Ricci flow. Namely, the behavior of the flow ought to be able to be read from the behavior of the cohomology classes $[\omega(t)]$ as $t$ tends to the singular time $T$. If the limiting class $[\omega_0] - Tc_1(M) = [\pi^*\omega_N]$ for some $\pi : M \to N$ with $\omega_N$ Kähler on $N$, then we expect geometric convergence of $(M, \omega(t))$ to $(N, \omega_N)$ in some appropriate sense. This philosophy was discussed by Feldman-Ilmanen-Knopf [44].
In this section, we begin by discussing, rather informally, some of the basic ideas behind the minimal model program (MMP) with scaling. Next we discuss the program of Song-Tian relating this to the Kähler-Ricci flow. Finally, we describe the case of Kähler surfaces.

8.1 Introduction to the minimal model program with scaling

In this section, we give a brief introduction of Mori’s minimal model program (MMP) in birational geometry. For more extensive references on this subject, see [32, 33, 59, 63], for example. We also refer the reader to [99] for a different analytic approach to some of these questions.

We begin with a definition. Let $X$ and $Y$ be projective varieties. A rational map from $X$ to $Y$ is given by a holomorphic map $f: X \setminus V \to Y$, where $V$ is a subvariety of $X$. We identify two such maps if they agree on $X - W$ for some subvariety $W$. Thus a rational map is really an equivalence class of pairs $(f_U, U)$ where $U$ is the complement of a variety in $X$ (i.e. a Zariski open subset of $X$) and $f_U: U \to Y$ is a holomorphic map.

We say that a rational map $f$ from $X$ to $Y$ is birational if there exists a rational map from $Y$ to $X$ such that $f \circ g$ is the identity as a rational map. If a birational map from $X$ to $Y$ exists then we say that $X$ and $Y$ are birationally equivalent (or birational or in the same birational class).

Although birational varieties agree only on a dense open subset, they share many properties (see e.g. [48, 57]). The minimal model program is concerned with finding a ‘good’ representative of a variety within its birational class. A ‘good’ variety $X$ is one satisfying either:

(i) $K_X$ is nef; or

(ii) There exists a holomorphic map $\pi: X \to Y$ to a lower dimensional variety $Y$ such that the generic fiber $X_y = \pi^{-1}(y)$ is a manifold with $K_{X_y} < 0$.

In the first case, we say that $X$ is a minimal model and in the second case we say that $X$ is a Mori fiber space (or Fano fiber space). Roughly speaking, since $K_X$ nef can be thought of as a ‘nonpositivity’ condition on $c_1(X) = [\text{Ric}(\omega)]$, (i) implies that $X$ is ‘nonpositively curved’ in some weak sense. Condition (ii) says rather that $X$ has a ‘large part’ which is ‘positively curved’. The two cases (i) and (ii) are mutually exclusive.

The basic idea of the MMP is to find a finite sequence of birational maps $f_1, \ldots, f_k$ and varieties $X_1, \ldots, X_k$,

$$X = X_0 \xrightarrow{f_1} X_1 \xrightarrow{f_2} X_2 \xrightarrow{f_3} \cdots \xrightarrow{f_k} X_k$$

so that $X_k$ is our ‘good’ variety: either of type (i) or type (ii). Recall that $K_X$ nef means that $K_X \cdot C \geq 0$ for all curves $C$. Thus we want to find maps $f_i$ which ‘remove’ curves $C$ with $K_X \cdot C < 0$, in order to make the canonical bundle ‘closer’ to being nef.

If the complex dimension is 1 or 2, then we can carry this out in the category of smooth varieties. In the case of complex dimension 1, no birational maps are needed and case (i) corresponds to $c_1(X) < 0$ or $c_1(X) = 0$ while case (ii) corresponds to $X = \mathbb{P}^1$. Note that
in case (i), $X$ admits a metric of negative or zero curvature, while in case (ii) $X$ has a metric of positive curvature.

In complex dimension two, by the Enriques-Kodaira classification (see [6]), we can obtain our ‘good’ variety $X$ via a finite sequence of blow downs (see Section 8.3).

Unfortunately, in dimensions three and higher, it is not possible to find such a sequence of birational maps if we wish to stay within the category of smooth varieties. Thus to carry out the minimal model program, it is necessary to consider varieties with singularities. This leads to all kind of complications, which go well beyond the scope of these notes. For the purposes of this discussion, we will restrict ourselves to smooth varieties except where it is absolutely impossible to avoid mentioning singularities.

We need some further definitions. Let $X$ be a smooth projective variety. As we have discussed in Section 1.7, there is a natural pairing between divisors and curves. A $1$-cycle $C$ on $X$ is a formal finite sum $C = \sum_i a_i C_i$ for $a_i \in \mathbb{Z}$ and $C_i$ irreducible curves. We say that $1$-cycles $C$ and $C'$ are numerically equivalent if $D \cdot C = D \cdot C'$ for all divisors $D$, and in this case we write $C \sim C'$. We denote by $N_1(X)_{\mathbb{Z}}$ the space of $1$-cycles modulo numerical equivalence. Write

$$N_1(X)_{\mathbb{Q}} = N_1(X)_{\mathbb{Z}} \otimes_{\mathbb{Z}} \mathbb{Q} \quad \text{and} \quad N_1(X)_{\mathbb{R}} = N_1(X)_{\mathbb{Z}} \otimes_{\mathbb{Z}} \mathbb{R}.$$  \hspace{1cm} (8.2)

Similarly, we say that divisors $D$ and $D'$ are numerically equivalent if $D \cdot C = D' \cdot C$ for all curves $C$. Write $N^1(X)_{\mathbb{Z}}$ for the set of divisors modulo numerical equivalence. Define $N^1(X)_{\mathbb{Q}}, N^1(X)_{\mathbb{R}}$ similarly. One can check that $N_1(X)_{\mathbb{R}}$ and $N^1(X)_{\mathbb{R}}$ are vector spaces of the same (finite) dimension. In the obvious way, we can talk about $1$-cycles with coefficients in $\mathbb{Q}$ or $\mathbb{R}$ (and correspondingly, $\mathbb{Q}$- or $\mathbb{R}$-divisors) and we can talk about numerical equivalence of such objects.

Within the vector space $N_1(X)_{\mathbb{R}}$ is a cone $NE(X)$ which we will now describe. We say that an element of $N_1(X)_{\mathbb{R}}$ is effective if it is numerically equivalent to a $1$-cycle of the form $C = \sum_i a_i C_i$ with $a_i \in \mathbb{R}^{\geq 0}$ and $C_i$ irreducible curves. Write $NE(X)$ for the cone of effective elements of $N_1(X)_{\mathbb{R}}$, and write $\overline{NE(X)}$ for its closure in the vector space $N_1(X)_{\mathbb{R}}$. The importance of $\overline{NE(X)}$ can be seen immediately from the following theorem, known as Kleiman’s criterion:

**Theorem 8.1** A divisor $D$ is ample if and only if $D \cdot w > 0$ for all nonzero $w \in \overline{NE(X)}$.

We can now begin to describe the **MMP with scaling** of [7]. This is an algorithm for finding a specific sequence of birational maps $f_1, \ldots, f_k$. First, choose an ample divisor $H$ on $X$. Then define

$$T = \sup \{ t > 0 \mid H + tK_X > 0 \}. \hspace{1cm} (8.3)$$

If $T = \infty$, then we have nothing to show since $K_X$ is already nef and we are in case (i). Indeed, if $C$ is any curve in $X$ then

$$K_X \cdot C = \frac{1}{t}(H + tK_X) \cdot C - \frac{1}{t}H \cdot C \geq -\frac{1}{t}H \cdot C \rightarrow 0 \quad \text{as} \quad t \rightarrow \infty. \hspace{1cm} (8.4)$$

We can assume then that $T < \infty$. We can apply the Rationality Theorem of Kawamata and Shokurov [59, 63] to see that $T$ is rational, and hence $H + TK_X$ defines a $\mathbb{Q}$-line bundle.
Next we apply the Base Point Free Theorem (part (ii) of Theorem 1.12) to \( L = H + TK_X \) to see that for sufficiently large \( m \in \mathbb{Z}_{\geq 0} \), \( L^m \) is globally generated and \( H^0(X, L^m) \) defines a holomorphic map \( \pi : X \to \mathbb{P}^N \) such that \( L^m = \pi^* \mathcal{O}(1) \). We write \( Y \) for the image of \( \pi \). This variety \( Y \) is uniquely determined for \( m \) sufficiently large. The next step is to establish properties of this map \( \pi \).

Define a subcone \( NE(\pi) \) of \( NE(X) \) by

\[
NE(\pi) = \{ w \in NE(X) \mid L \cdot w = 0 \},
\]

which is nonempty by Theorem 8.1. We now make the following:

**Simplifying assumption:** \( NE(\pi) \) is an extremal ray of \( NE(X) \).

A ray \( R \) of \( NE(X) \) is a subcone of the form \( R = \{ \lambda w \mid \lambda \in [0, \infty) \} \) for some \( w \in NE(X) \). We say that a subcone \( C \) in \( NE(X) \) is extremal if \( a, b \in NE(X), a + b \in C \) implies that \( a, b \in C \). In general, \( NE(\pi) \) is an extremal subcone but not necessarily a ray. However, it is expected that it will be an extremal ray for generic choice of initial ample divisor \( H \) (see the discussion in [104]).

**Remark 8.2** In the case that \( NE(\pi) \) is not an extremal ray, one can still continue the MMP with scaling by applying Mori's Cone Theorem [62] to find such an extremal ray contained in \( NE(\pi) \).

The extremal ray \( R = NE(\pi) \) has the additional property of being \( K_X \)-negative. We say that a ray is \( K_X \)-negative if \( K_X \cdot w < 0 \) for all nonzero \( w \) in the ray. Clearly this is true in this case since \( 0 = L \cdot w = H \cdot w + TK_X \cdot w \) and therefore \( K_X \cdot w = -T^{-1} H \cdot w < 0 \) if \( w \) is a nonzero element of \( R \). Thus from the point of view of the minimal model program, \( R \) contains 'bad' curves (those with negative intersection with \( K_X \)) which we want to remove.

Moreover, the map \( \pi \) contracts all curves whose class lies in the extremal ray \( R = NE(\pi) \). The union of these curves is called the locus of \( R \). In fact, the locus of \( R = NE(\pi) \) is exactly the set of points where the map \( \pi : X \to Y \) is not an isomorphism. Moreover, \( R \) is a subvariety of \( X \) [33, 62]. There are three cases:

**Case 1.** The locus of \( R \) is equal to \( X \). In this case \( \pi \) is a fiber contraction and \( X \) is a Mori fiber space.

**Case 2.** The locus of \( R \) is an irreducible divisor \( D \). In this case \( \pi \) is called a divisorial contraction.

**Case 3.** The locus of \( R \) has codimension at least 2. In this case, \( \pi \) is called a small contraction.

The process of the MMP with scaling is then as follows: if we are in case 1, we stop, since \( X \) is already of type (ii). In case 2 we have a map \( \pi : X \to Y \subset \mathbb{P}^N \) to a subvariety \( Y \). Let \( H_Y \) on \( Y \) be restriction of \( \mathcal{O}(1)|_Y \). We can then repeat the process of the minimal model program with scaling with \( (Y, H_Y) \) instead of \( (X, H) \).
The serious difficulties occur in case 3. Here the image $Y$ of $\pi$ will have very bad singularities and it will not be possible to continue this process on $Y$. Instead we have to work on a new space given by a procedure known as a flip. Let $\pi : X \to Y$ be a small contraction as in case 3. The flip of $\pi : X \to Y$ is a variety $X^+$ together with a holomorphic birational map $\pi^+ : X^+ \to Y$ satisfying the following conditions:

(a) The exceptional locus of $\pi^+$ (that is, the set of points in $X^+$ on which $\pi^+$ is not an isomorphism) has codimension strictly larger than 1.

(b) If $C$ is a curve contracted by $\pi^+$ then $K_{X^+} \cdot C > 0$.

Thus we have a diagram

\[
\begin{array}{ccc}
X & \xrightarrow{(\pi^+)^{-1} \circ \pi} & X^+ \\
\downarrow \pi & & \downarrow \pi^+ \\
Y & & Y
\end{array}
\] (8.6)

The composition $(\pi^+)^{-1} \circ \pi$ is a birational map from $X$ to $X^+$, and is also sometimes called a flip. In going from $X$ to $Y$ we have contracted curves $C$ with $K_X \cdot C < 0$. The point of (b) in the definition above is that in going from $Y$ to $X^+$ we do not wish to ‘gain’ any curves $C$ of negative intersection with the canonical bundle. The process of the flip replaces curves $C$ on $X$ with $K_X \cdot C < 0$ with curves $C'$ on $X^+$ with $K_{X^+} \cdot C' > 0$. This fits into the strategy of trying to make the canonical bundle ‘more nef’.

Given a small contraction $\pi : X \to Y$, the question of whether there actually exists a flip $\pi^+ : X^+ \to Y$ is a difficult one. It has been established for the MMP with scaling [7, 51]. Returning now to the MMP with scaling: if we are in case 3 we replace $X$ by its flip $X^+$ and we denote by $L^+$ the strict transform of $O(1)|_Y$ via $\pi^+$ (see for example [57]). We can now repeat the process with $(X^+, H^+)$ instead of $(X, H)$.

We have described now the basic process of the MMP with scaling. Start with $(X, H)$ and find $\pi : X \to Y$ contracting the extremal ray $R$ on which $H + TK_X$ is zero. In case 1, we stop. In case 2 we carry out a divisorial contraction and restart the process. In case 3, we replace $X$ by its flip $X^+$ and again restart the process. A question is now: does this process terminate in finitely many steps? It was proved in [7, 51] that the answer to this is yes, at least in the case of varieties of general type. If we have not already obtained a Mori fiber space, then the final variety $X_k$ contains no curves $C$ with $K_X \cdot C < 0$, and we are done.

We conclude this section with an example of a flip (see [33, 109]). Let $X_{m,n} = \mathbb{P}(O_{\mathbb{P}^n} \oplus O_{\mathbb{P}^n}(-1)^{\oplus(m+1)})$ be the $\mathbb{P}^{m+1}$ bundle over $\mathbb{P}^n$. Let $Y_{m,n}$ be the projective cone over $\mathbb{P}^m \times \mathbb{P}^n$ in $\mathbb{P}^{(m+1)(n+1)+1}$ by the Segre embedding

\[ [Z_0, ..., Z_m] \times [W_0, ..., W_n] \to [Z_0W_0, ..., Z_iW_j, ..., Z_mW_n] \in \mathbb{P}^{(m+1)(n+1)+1}. \]

Note that $Y_{m,n} = Y_{n,m}$. Then there exists a holomorphic map $\Phi_{m,n} : X_{m,n} \to Y_{m,n}$ for $m \geq 1$ contracting the zero section of $X_{m,n}$ of codimension $m + 1$ to the cone singularity.
of \( Y_{m,n} \). The following diagram gives a flip from \( X_{m,n} \) to \( X_{n,m} \) for \( 1 \leq m < n \),

\[
\begin{array}{ccc}
X_{m,n} & \xrightarrow{\tilde{\Phi}} & X_{n,m} \\
\Phi_{m,n} & & \Phi_{n,m} \\
Y_{m,n} & \leftarrow & \end{array}
\]

(8.7)

### 8.2 The Kähler-Ricci flow and the MMP with scaling

Let \( X \) be a smooth projective variety with an ample divisor \( H \). We now relate the MMP with scaling to the (unnormalized) Kähler-Ricci flow

\[
\frac{\partial}{\partial t} \omega = -\text{Ric}(\omega), \quad \omega|_{t=0} = \omega_0,
\]

(8.8)

We assume that the initial metric \( \omega_0 \) lies in the cohomology class \( c_1([H]) \) associated to the divisor \( H \). As we have seen from Section 3.1, a smooth solution \( \omega(t) \) of the Kähler-Ricci flow exists precisely on the time interval \([0,T)\), with \( T \) defined by (8.3). In general, we expect that as \( t \to T \), the Kähler-Ricci flow carries out a ‘surgery’, which is equivalent to the algebraic procedure of contracting an extremal ray, as discussed above.

The following is a (rather sketchy) conjectural picture for the behavior of the Kähler-Ricci flow, as proposed by Song and Tian in [102, 104, 115].

**Step 1.** We start with a metric \( \omega_0 \) in the class of a divisor \( H \) on a variety \( X \). We then consider the solution \( \omega(t) \) of the Kähler-Ricci flow (8.8) on \( X \) starting at \( \omega_0 \). The flow exists on \([0,T)\) with \( T = \sup\{t > 0 \mid H + tK_X > 0\} \).

**Step 2.** If \( T = \infty \), then \( K_X \) is nef and the Kähler-Ricci flow exists for all time. The flow \( \omega(t) \) should converge, after an appropriate normalization, to a canonical ‘generalized Kähler-Einstein metric’ on \( X \) as \( t \to \infty \).

**Step 3.** If \( T < \infty \), the Kähler-Ricci flow deforms \( X \) to \((Y,g_Y)\) with a possibly singular metric \( g_Y \) as \( t \to T \).

(a) If \( \dim X = \dim Y \) and \( Y \) differs from \( X \) by a subvariety of codimension 1, then we return to Step 1, replacing \((X,g_0)\) by \((Y,g_Y)\).

(b) If \( \dim X = \dim Y \) and \( Y \) differs from \( X \) by a subvariety of codimension greater than 1, we are in the case of a small contraction. \( Y \) will be singular. By considering an appropriate notion of weak Kähler-Ricci flow on \( Y \), starting at \( g_Y \), the flow should immediately resolve the singularities of \( Y \) and replace \( Y \) by its flip \( X^+ \) (see [109]). Then we return to Step 1 with \( X^+ \).

(c) If \( 0 < \dim Y < \dim X \), then we return to Step 1 with \((Y,g_Y)\).
(d) If \( \dim Y = 0 \), \( X \) should have \( c_1(X) > 0 \). Moreover, after appropriate normalization, the solution \( (X, \omega(t)) \) of the Kähler-Ricci flow should deform to \( (X', \omega') \) where \( X' \) is possibly a different manifold and \( \omega' \) is either a Kähler-Einstein metric or a Kähler-Ricci soliton (i.e. \( \text{Ric}(\omega') = \omega' + \mathcal{L}_V(\omega') \) for a holomorphic vector field \( V \)). See the discussion after Conjecture 7.8.

Namely, the Kähler-Ricci flow should construct the sequence of manifolds \( X_1, \ldots, X_k \) of the MMP with scaling, with \( X_k \) either nef (as in Step 2) or a Mori fiber space (as in Step 3, part (c) or (d)). If we have a Mori fiber space, then we can continue the flow on the lower dimensional manifold \( Y \), which would correspond to a lower dimensional MMP with scaling. At the very last step, we expect the Kähler-Ricci flow to converge, after an appropriate normalization, to a canonical metric.

In [104], Song-Tian constructed weak solutions for the Kähler-Ricci flow through the finite time singularities if the flips exist a priori. Such a weak solution is smooth outside the singularities of \( X \) and the exceptional locus of the contractions and flips, and it is a nonnegative closed \((1, 1)\)-current with locally bounded potentials. Furthermore, the weak solution of the Kähler-Ricci flow is unique.

In Step 2, when \( T = \infty \), one can say more about the limiting behavior of the Kähler-Ricci flow. The abundance conjecture in birational geometry predicts that \( K_X \) is semi-ample whenever it is nef. Assuming this holds, the pluricanonical system \( H^0(X, K_X^m) \) for sufficiently large \( m \) induces a holomorphic map \( \phi : X \to X_{\text{can}} \). \( X_{\text{can}} \) is called the canonical model of \( X \) and it is uniquely determined by the canonical ring of \( X \). If we assume that \( X \) is nonsingular and \( K_X \) is semi-ample, then normalized solution \( g(t)/t \) always converges weakly in the sense of distributions. Moreover:

- If \( \text{kod}(X) = \dim X \), then \( X_{\text{can}} \) is birationally equivalent to \( X \) and the limit of \( g(t)/t \) is the unique singular Kähler-Einstein metric on \( X_{\text{can}} \) [116, 121]. If \( X \) is a singular minimal model, we expect the Kähler-Ricci flow to converge to the singular Kähler-Einstein metric of Guedj-Eyssidieux-Zeriahi [43].

- If \( 0 < \text{kod}(X) < \dim X \), then \( X \) admits a Calabi-Yau fibration over \( X_{\text{can}} \), and the limit of \( g(t)/t \) is the unique generalized Kähler-Einstein metric (possibly singular) \( g_{\text{can}} \) on \( X_{\text{can}} \) defined by \( \text{Ric}(g_{\text{can}}) = -g_{\text{can}} + g_{\text{WP}} \) away from a subvariety of \( X_{\text{can}} \), where \( g_{\text{WP}} \) is the Weil-Petersson metric induced from the Calabi-Yau fibration of \( X \) over \( X_{\text{can}} \) [102, 103].

- If \( \text{kod}(X) = 0 \), then \( X \) itself is a Calabi-Yau manifold and so the limit of \( g(t) \) is the unique Ricci flat Kähler metric in its initial Kähler class [15, 124].

A deeper question to ask is whether such a weak solution is indeed a geometric solution of the Kähler-Ricci flow in the Gromov-Hausdorff topology. One would like to show that the Kähler-Ricci flow performs geometric surgeries in Gromov-Hausdorff topology at each singular time and replaces the previous projective variety by a ‘better’ model. Such a model is again a projective variety and the geometric surgeries coincide with the algebraic surgeries such as contractions and flips. If this picture holds, the Kähler-Ricci flow gives a continuous path from \( X \) to its canonical model \( X_{\text{can}} \) coupled with a canonical metric in the
moduli space of Gromov-Hausdorff. We can further ask: how does the curvature behave near the (finite) singular time? Is the singularity always of Type I (see Conjecture 7.8)? Will the flow give a complete or compact shrinking soliton after rescaling (cf. [17, 44])?

8.3 The Kähler-Ricci flow on Kähler surfaces

In this section, we describe the behavior of the Kähler-Ricci flow on Kähler surfaces, and how it relates to the MMP. For the purpose of this section, \( X \) will be a Kähler surface.

We begin by discussing the minimal model program for surfaces. It turns out to be relatively straightforward. We obtain a sequence of smooth manifolds \( X_1, \ldots, X_k \) and holomorphic maps \( f_1, \ldots, f_k \),

\[
X = X_0 \xrightarrow{f_1} X_1 \xrightarrow{f_2} X_2 \xrightarrow{f_3} \cdots \xrightarrow{f_k} X_k
\]  

(8.9)

with \( X_k \) ‘minimal’ in the sense described below. Moreover, each of the maps \( f_i \) is a blow down of a curve to a point.

We say that a Kähler surface \( X \) is a minimal surface if it contains no \((-1)\)-curve. By the Adjunction Formula, a surface with \( K_X \) nef is minimal. On the other hand, a minimal surface may not have \( K_X \) nef (an example is \( \mathbb{P}^2 \)) and hence this definition of minimal surface differs from the notion of ‘minimal model’ discussed above.

The minimal model program for surfaces is simply as follows: given a surface \( X \), contract all the \((-1)\)-curves to arrive at a minimal surface. The Kodaira-Enriques classification can then be used to deduce that one either obtains a minimal surface with \( K_X \) nef, or a minimal Mori fiber space. A minimal Mori fiber space is either \( \mathbb{P}^2 \) or a ruled surface, i.e. a \( \mathbb{P}^1 \) bundle over a Riemann surface (in the literature, sometimes a broader definition for ruled surface is used). Dropping the minimality condition, Mori fiber spaces in dimension two are precisely those surfaces birational to a ruled surface. Note that since \( \mathbb{P}^2 \) is birational to \( \mathbb{P}^1 \times \mathbb{P}^1 \), every surface birational to \( \mathbb{P}^2 \) is birational to a ruled surface.

We wish to see whether the Kähler-Ricci flow on a Kähler surface will carry out this ‘minimal model program’. The Kähler-Ricci flow should carry out the algebraic procedure of contracting \((-1)\)-curves. Recall that in Section 7.3 we defined the notion of canonical surgical contraction for the Kähler-Ricci flow.

Starting at any Kähler surface \( X \), we will use Theorem 7.10 to show that the Kähler-Ricci flow will always carry out a finite sequence of canonical surgical contractions until it either arrives at a minimal surface or the flow collapses the manifold.

**Theorem 8.3** Let \((X, \omega_0)\) be a Kähler surface with a smooth Kähler metric \( \omega_0 \). Then there exists a unique maximal Kähler-Ricci flow \( \omega(t) \) on \( X_0, X_1, \ldots, X_k \) with canonical surgical contractions starting at \((X, \omega_0)\). Moreover, each canonical surgical contraction corresponds to a blow-down \( \pi : X_i \to X_{i+1} \) of a finite number of disjoint \((-1)\) curves on \( X_i \). In addition we have:

1. Either \( T_k < \infty \) and the flow \( \omega(t) \) collapses \( X_k \), in the sense that

\[
\text{Vol}_{\omega(t)} X_k \to 0, \quad \text{as} \quad t \to T_k^{-}.
\]

Then \( X_k \) is birational to a ruled surface.
(b) Or \( T_k = \infty \) and \( X_k \) has no \((-1)\) curves.

**Proof** Let \( T_1 \) be the first singular time. If \( T_1 = \infty \) then \( K_X \) is nef and hence \( X \) has no \((-1)\)-curves, giving case (b).

Assume then that \( T_1 < \infty \). The limiting class at time \( T_1 \) is given by \( \alpha = [\omega_0] - T_1 c_1(X) \). Suppose that

\[
\alpha^2 = \lim_{t \to T_1} ([\omega_0] - tc_1(X))^2 = \lim_{t \to T_1} \text{Vol}_{g(t)}X > 0,
\]

so that we are not in case (a). Thus the class \( \alpha \) is nef and big. On the other hand, \( \alpha \) cannot be a Kähler class by Theorem 3.1.

We further notice that \( \alpha + \varepsilon [\omega_0] \) is Kähler for all \( \varepsilon > 0 \) by Theorem 3.1. Then

\[
\alpha \cdot (\alpha + \varepsilon [\omega_0]) = \alpha^2 + \varepsilon \alpha \cdot [\omega_0] > 0
\]

if we choose \( \varepsilon > 0 \) sufficiently small.

We now apply the Nakai-Moishezon criterion for Kähler surfaces (Theorem 1.15) to see that there must exist an irreducible curve \( C \) on \( X \) such that \( \alpha \cdot C = 0 \). Let \( \mathcal{E} \) be the space of all irreducible curves \( E \) on \( X \) with \( \alpha \cdot E = 0 \). Then \( \mathcal{E} \) is non-empty and every \( E \) in \( \mathcal{E} \) has \( E^2 < 0 \) by the Hodge Index Theorem (Theorem 1.14). Moreover, if \( E \in \mathcal{E} \),

\[
E \cdot K_X = \frac{1}{T_1}E \cdot (\alpha - [\omega_0]) = -\frac{1}{T_1}E \cdot [\omega_0] < 0
\]

since \([\omega_0]\) is Kähler. It then follows from the Adjunction formula (Theorem 1.13) that \( E \) must be a \((-1)\) curve.

We claim that if \( E_1 \) and \( E_2 \) are distinct elements of \( \mathcal{E} \) then they must be disjoint. Indeed, since \( E_1, E_2 \) are irreducible and distinct we have \( E_1 \cdot E_2 \geq 0 \). Moreover, \( (E_1 + E_2) \cdot \alpha = 0 \) and applying the Hodge Index Theorem again, we see that \( 0 > (E_1 + E_2)^2 = -2 + 2E_1 \cdot E_2 \), so that the only possibility is \( E_1 \cdot E_2 = 0 \), proving the claim. It follows that \( \mathcal{E} \) consists of finitely many disjoint \((-1)\) curves \( E_1, ..., E_k \).

Let \( \pi : X \to Y \) be the blow-down map contracting \( E_1, ..., E_k \) on \( X \). Then \( Y \) is again a smooth Kähler surface. Since \( H^{1,1}(X, \mathbb{R}) \) is generated by \( H^{1,1}(Y, \mathbb{R}) \) and the \( c_1([E_i]) \) for \( i = 1, ..., k \) (see for example Theorem I.9.1 in [6]), there exists \( \beta \in H^{1,1}(X, \mathbb{R}) \) and \( a_i \in \mathbb{R} \) such that

\[
\alpha = \pi^* \beta + \sum_{i=1}^{k} a_i c_1([E_i]).
\]

Since \( \pi^* \beta \cdot E_i = 0 \) for each \( i = 1, ..., k \), we have \( \alpha \cdot E_i = a_i = 0 \) for all \( i \) and hence \( \alpha = \pi^* \beta \).

We claim that \( \beta \) is a Kähler class on \( Y \). First, for any curve \( C \) on \( Y \), we have \( \beta \cdot C = \alpha \cdot \pi^* C > 0 \). Moreover, \( \beta^2 = \alpha^2 > 0 \).

By the Nakai-Moishezon criterion, it remains to show that \( \beta \cdot \gamma > 0 \) for \( \gamma \) some fixed Kähler class on \( Y \). Now \( \beta \cdot \gamma = \alpha \cdot \pi^* \gamma = \lim_{t \to T^-} [\omega(t)] \cdot \pi^* \gamma \geq 0 \). Then put \( \tilde{\gamma} = \gamma + c \beta \) for \( c > 0 \). If \( c \) is sufficiently small then \( \tilde{\gamma} \) is Kähler and since \( \beta^2 > 0 \) we have \( \beta \cdot \tilde{\gamma} > 0 \), as required.

We now apply Theorem 7.10 to see that the Kähler-Ricci flow performs a canonical surgical contraction. We repeat the above procedure until either the volume tends to 0 or
the flow exists for all time. This proves that either $T_k < \infty$ and $\text{Vol}_{g(t)} X_k \to 0$ as $t \to T_k^-$ or $T_k = \infty$ and $X_k$ has no $(-1)$ curves.

Finally, in the case (a), the theorem follows from Proposition 8.4 below. \qed

We make use of Enriques-Kodaira classification for complex surfaces (see [6]) to prove:

**Proposition 8.4** Let $(X, \omega_0)$ be a Kähler surface with a smooth Kähler metric $\omega_0$. Let $T$ be the first singular time of the Kähler-Ricci flow (8.8). If $T < \infty$ and $\text{Vol}_{g(t)} X \to 0$, as $t \to T$. Then $X$ is birational to a ruled surface. Moreover:

(a) Either there exists $C > 0$ such that

$$C^{-1} \leq \frac{\text{Vol}_{g(t)} X}{(T - t)^2} \leq C,$$

and $X$ is a Fano surface (in particular, is birational to $\mathbb{P}^2$) and $\omega_0 \in Tc_1(X)$.

(b) Or there exists $C > 0$ such that

$$C^{-1} \leq \frac{\text{Vol}_{g(t)} X}{T - t} \leq C.$$

If $X$ is Fano then $\omega_0$ is not in a multiple of $c_1(X)$.

**Proof** We first show that $X$ is birational to a ruled surface. Suppose for a contradiction that $\text{kod}(X) \geq 0$. Then some multiple of $K_X$ has a global holomorphic section and hence is effective. In particular, $(\omega_0 + TK_X) \cdot K_X \geq 0$, since $[\omega_0] + TK_X$ is a limit of Kähler classes. Then

$$0 = ([\omega_0] + TK_X)^2 = T([\omega_0] + TK_X) \cdot K_X + ([\omega_0] + TK_X) \cdot [\omega_0]$$

$$\geq ([\omega_0] + TK_X) \cdot [\omega_0] \geq 0,$$

which implies that $(\omega_0 + TK_X) \cdot [\omega_0] = 0$. Using the Index Theorem and the fact that $[\omega_0]^2 > 0$ and $(\omega_0 + TK_X)^2 = 0$ we have $[\omega_0] + TK_X = 0$. But this implies that $X$ is Fano, contradicting the assumption $\text{kod}(X) \geq 0$. Thus we have shown that $X$ must have $\text{kod}(X) = -\infty$. By the Enriques-Kodaira classification for complex surfaces which are Kähler (see chapter VI of [6]), $X$ is birational to a ruled surface.

Since $\text{Vol}_{g(t)} X = ([\omega_0] + tK_X)^2$ is a quadratic polynomial in $t$ which is positive for $t \in [0, T)$ and tends to zero as $t$ tends to $T$, we have

$$\text{Vol}_{g(t)} X = [\omega_0]^2 + 2t[\omega_0] \cdot K_X + t^2 K_X^2 = C_1(T - t) + C_2(T - t)^2,$$

for constants $C_1 \geq 0$ and $C_2$. First assume $C_1 = 0$. Then $C_2 > 0$ and we are in case (a). From (8.16) we obtain

$$K_X^2 = C_2 > 0, \quad [\omega_0]^2 = K_X^2 T^2, \quad [\omega_0] \cdot K_X = -K_X^2 T < 0.$$

In particular, $(\omega_0 + TK_X) \cdot [\omega_0] = 0$ and hence by the Index Theorem, $[\omega_0] + TK_X = 0$. Thus $X$ is Fano and $\omega_0 \in Tc_1(X)$. Note that by the classification of surfaces, $X$ is either $\mathbb{P}^2$, $\mathbb{P}^1 \times \mathbb{P}^1$ or $\mathbb{P}^2$ blown-up at $k$ points for $1 \leq k \leq 8$.

Finally, if $C_1 > 0$ then we are in case (b). If $[\omega_0]$ is a multiple of $c_1(X)$ then the volume $\text{Vol}_{g(t)} X$ tends to zero of order $(T - t)^2$, a contradiction. \qed
We now discuss the long time behavior of the Kähler-Ricci flow when we are in case (b) of Theorem 8.3. There are three different behaviors of the Kähler-Ricci flow as $t \to \infty$ depending on whether $X$ has Kodaira dimension equal to 0, 1 or 2:

- if $\text{Kod}(X) = 0$, then the minimal model of $X$ is a Calabi-Yau surface with $c_1(X) = 0$. The flow $g(t)$ converges smoothly to a Ricci-flat Kähler metric as $t \to \infty$, as shown in Section 6.

- If $\text{Kod}(X) = 1$, then $\frac{1}{t} g(t)$ converges in the sense of currents to the pullback of the unique generalized Kähler-Einstein metric on the canonical model of $X$ as $t \to \infty$ [102]. A simple example of this is given in Section 6 in the case of a product elliptic surface.

- If $\text{Kod}(X) = 2$, $\frac{1}{t} g(t)$ converges in the sense of currents (and smoothly outside a subvariety) to the pullback of the unique smooth orbifold Kähler-Einstein metric on the canonical model of $X$ as $t \to \infty$ [61, 116, 122]. In the case that $c_1(X) < 0$, we showed in Section 6 that $\frac{1}{t} g(t)$ converges smoothly to a smooth Kähler-Einstein metric.

In fact, in the case when $T_k = \infty$, the scalar curvature of $\frac{1}{t} g(t)$ is uniformly bounded as $t \to \infty$ [105, 128]. Furthermore, if we assume that $X_k$ is a minimal surface of general type, and it admits only irreducible $(-2)$-curves, then $(X_k, \frac{1}{t} g(t))$ converges in Gromov-Hausdorff sense to its canonical model with the unique smooth orbifold Kähler-Einstein metric [108].
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